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Foreword 
The ACS Symposium Series was first published in 1974 to pro

vide a mechanism for publishing symposia quickly in book form. The 
purpose o f the series is to publish timely, comprehensive books devel
oped from A C S sponsored symposia based on current scientific re
search. Occasionally, books are developed from symposia sponsored by 
other organizations when the topic is o f keen interest to the chemistry 
audience. 

Before agreeing to publish a book, the proposed table o f con
tents is reviewed for appropriate and comprehensive coverage and for 
interest to the audience. Some papers may be excluded to better focus 
the book; others may be added to provide comprehensiveness. When 
appropriate, overview or introductory chapters are added. Drafts o f 
chapters are peer-reviewed prior to final acceptance or rejection, and. 
manuscripts are prepared in camera-ready format. 

A s a rule, only original research papers and original review 
papers are included in the volumes. Verbatim reproductions o f previ
ously published papers are not accepted. 

A C S Books Department 
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Preface 
In each area o f applied nuclear science in general, and nuclear 

chemistry in particular, there is usually a modeling or computational 
component. Typical ly one finds several modelers presenting their work 
in the course o f almost every conference. Computational aspects o f 
applied nuclear science have been subjects o f topical conferences under 
auspices o f the organizations such as American Nuclear Society or 
Health Physics Society: They usually focus on specific topics. However, 
there has been a lack o f forum devoted to cross-disciplinary facets of 
computations in applied nuclear science. To fill this void, a Symposium 
entitled Applied Modeling and Computations in Nuclear Science was 
held at the 230 t h American Chemical Society ( A C S ) National Meeting on 
August 28-September 1, 2005, in Washington, D . C . Nuclear chemists 
and radiochemists have been traditionally interested in modeling and 
significantly contributed to its development. Let us recall Proceedings of 
the Symposium Applications of Computers to Nuclear and Radio-
chemistry held in Gatlinburg, Tennessee, in 1962 (Report N A S - N S -
3107, U S A E C , 1962). Since then, significant improvements have been 
made in computer hardware and their widespread use. In addition, 
sophisticated mathematical/software tools in areas such as transport, 
statistics, or simulations have been developed and have gained wide 
acceptance among researchers in nuclear science. It was, therefore, a 
ripe time to bring all such theoretical and computational work in applied 
nuclear science under one umbrella, so that the nuclear scientists, who 
are interested in modeling could have a broader forum for their research, 
as wel l as to enable those who are learning related techniques. 

The Symposium Applied Modeling and Computations in Nuclear 
Science was organized by a Committee with the following membership: 

• Cynthia Atkins-Duffin, Lawrence Livermore National 
Laboratory 

xi 
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• Car l V . Gogolak, U S Department o f Homeland Security 
• Ralph B . James, Brookhaven National Laboratory 
• Simon M . Jerome, National Physical Laboratory, United 

Kingdom 
• Stefaan P o m m é , Institute for Reference Materials and 

Measurements, Belgium 
• Thomas M . Semkow, N e w Y o r k State Department o f Health and 

State University o f N e w Y o r k 
• Daniel J . Strom, Pacific Northwest National Laboratory 
• X . George X u , Rensselaer Polytechnic Institute 

This A C S Symposium Series book contains Proceedings o f the 
Symposium under the same title. The book combines twenty four chap
ters selected from the papers presented at the Symposium and includes 
several invited review articles written by recognized experts in the field. 
The book is divided into five parts, each comprising several chapters: 
Introduction and General Topics (four chapters), Radiation R i sk (seven 
chapters), Radiation Transport (four chapters), Radiation Detection (four 
chapters), and Radiation Quantification (five chapters). This collection 
o f research topics has not been compiled in one publication before and it 
represents the state-of-the-art modeling and computations as performed 
today in applied nuclear science. The book has applications in areas such 
as radiation dosimetry, homeland security, medicine, environmental 
radioactivity, designing o f detectors/experiments, as wel l as data 
reduction. Recently developed sophisticated mathematical tools are 
described in areas such as transport, statistics, or simulations, performed 
in some cases on computer clusters or supercomputers. Accessing o f 
nuclear data compilations from the National Nuclear Data Center is 
described. Model ing and computations are important tools in a mature 
field. Appl ied nuclear science is a wide cross-disciplinary field. 
Therefore, this book can be o f interest to nuclear chemists, health 
physicists, nuclear engineers, nuclear and radiation physicists, as wel l as 
environmental and analytical chemists who are working with 
radioactivity. The book or parts o f it can serve as a textbook in advanced 
courses as wel l as a reference. 

W e are taking this opportunity to acknowledge our sponsors for 
supporting the Symposium. They included: A C S Div i s ion o f Nuclear 
Chemistry and Technology ( N U C L ) , A C S Divis ion o f Computers in 

xii 
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Chemistry, American Nuclear Society, and Health Physics Society. 
Special thanks are due to Kimber ly W . Thomas, the 2005 N U C L 
Program Chair, for encouragement and support of this Symposium from 
its conception to a successful completion. 

Thomas M. Semkow 
Wadsworth Center 
N e w Y o r k State Department o f Health and 
University at Albany 
State University of N e w Y o r k 
P.O. B o x 509 
Albany, NY 12201 

Stefaan Pommé 
EC-JRC-IRMM 
Institute for Reference Materials and Measurements 
Retieseweg 111 
B - 2 4 4 0 Geel 
Belgium 

Simon M. Jerome 
Radioactivity Metrology Group 
National Physical Laboratory 
Hampton Road 
TW11 0LW Teddington 
United K ingdom 

Daniel J. Strom 
Environmental Technology Directorate 
Pacific Northwest National Laboratory 
M a i l Stop K3-56 
P.O. B o x 999 
Richland, WA 99352-0999 
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Chapter 1 

Applied Modeling and Computations 
in Nuclear Science: The Foundation for Risk 

Assessment and Decision Making 

John E. Till1 and Helen A. Grogan2 

1Risk Assessment Corporation, 417 Till Road, Neeses, SC 29107 
2Cascade Scientific, Inc., 1678 NW Albany Avenue, Bend, OR 97701 

Most of the chapters in this book and the symposium from 
which they are taken help support a key objective of nuclear 
science today - developing a thorough understanding of the 
risks to people exposed to nuclear radiation so that better 
decisions can be made to manage those risks. This 
introductory chapter describes how basic research in applied 
modeling and nuclear science discussed in this book inherently 
supports the objectives of risk assessment. The chapter also 
examines the importance of focusing research on areas that 
most effectively reduce uncertainty in quantifying risk. Finally, 
the chapter suggests specific areas in the field of applied 
modeling and computations in nuclear science that need 
further work to support risk assessment in the future. 

2 © 2007 American Chemical Society 
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Introduction 

3 

In this brief introductory chapter, we emphasize the importance of basic 
research in applied modeling and computations in nuclear science, demonstrate 
how these topics are inherently linked together, and examine how they support a 
key objective of making better decisions based on understanding risk. 

Although the connection between nuclear science and risk may appear 
tenuous, most of the chapters presented here provide input and support to the 
estimation of risk from radioactive materials released to the environment. This 
field is known as environmental risk assessment or environmental risk analysis 
and involves the merging of a number of scientific disciplines to provide 
quantitative estimates of risk. Risk assessment is a contemporary form of 
mathematical modeling and computations in nuclear science, which is the topic 
of this book. 

Risk assessments consider both humans and the environment as the target of 
risk. Too frequently, however, they focus on human health alone, with the result 
that large areas of the environment and entire ecological systems are destroyed in 
the interests of reducing what are often inconsequential human health risks. 
Ultimately, a sound decision requires a holistic approach to assessing these risks. 

Why study risk? Risk is a universal common denominator that allows 
scientists and decision makers to address the impact of a source. Risk is also a 
concept that can be readily understood and compared with other activities in life. 

We define risk to humans as a chance of harm. The chance of harm is 
generally expressed as the health risk, specifically increased risk of cancer from 
radionuclides released into the environment from a source. 

Estimates of risk to people and the environment are used extensively to help 
guide decision makers in their efforts to invest resources most effectively. This 
introduction uses examples of our work to emphasize how basic research in 
applied modeling and computations in nuclear science, as illustrated so 
profoundly in this symposium, remains the solid foundation for risk science. The 
chapter also describes several key areas where additional future research needs 
to be undertaken. 

Risk Assessment and Nuclear Science: The Connection 

Risk assessment and nuclear science are inherently connected. Modem-day 
risk assessment began with the testing of nuclear weapons as scientists tried to 
predict the path of radioactive fallout and the dose to people who lived 
downwind. Early research in this area, more than any other, laid the foundation 
for the methods we still use today to estimate risk to people from radioactive 
materials in the environment. More recently, research to reconstruct historical 
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4 

releases of radionuclides to the environment from atmospheric nuclear weapons 
testing and from nuclear weapons facilities resulted in significant improvements 
in methods to estimate risk. This research included many new areas of 
investigation, such as estimation of source terms, transport of radioactive 
materials in the environment, uptake of radionuclides by humans and biota, and 
the development of dose and risk coefficients. Each of these scientific disciplines 
has its foundation in nuclear science. 

The components that comprise risk assessment today evolved from 
individual sciences that have been merged gradually (and lately, more 
frequently) to form the computational methods we now use to estimate risk. Risk 
can be estimated for present-day releases of materials, and for potential future 
releases of materials at existing or planned facilities. Such assessments are 
typically designed to demonstrate compliance with standards. Risk can also be 
estimated for releases that occurred in the past to help understand the impact of 
those releases. Although the methods used for the two types of risk assessment 
differ, there are many similarities in the techniques applied to each. 

In explaining the process of risk assessment to our colleagues and to the 
public, we often use the following illustrative equation to express the 
interdisciplinary nature of this research: 

Risk = (S · Τ· Ε · D · R)uvcp, (1) 

where 

S = source term (characterization of the quantity and type of material 
released) 

Τ = environmental transport (estimation of concentrations in the 
environment) 

Ε = exposure factors (characteristics of individuals exposed) 
D = conversion of intake rate or exposure rate to dose 
R = conversion of dose to risk 
u = uncertainty analysis 
V validation 
c = communication of results 
Ρ = public participation. 

We will briefly explain each component needed to estimate risk and note 
how some of the research described in this book contributes to our knowledge of 
risk science. 

The source term (S) in the risk equation is the characterization and 
quantification of the material released to the environment. It is the heart of a risk 
assessment and has deservedly received significant attention. Our ability to 
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5 

reconstruct or predict a source term directly affects the estimates of risk and thus 
the credibility of the assessment. 

Two chapters in this book pertain to a better quantification of the source 
term. The chapters by Viggato et al. (Thermohydraulic and Nuclear Modeling 
of Natural Fission Reactors) and Semkow et al (Modeling the Effects of the 
Trinity Test) help increase our understanding of materials present in sources 
that could ultimately be released to the environment. 

A number of other chapters indirectly describe how to better define a 
source. Examples of these chapters include those that focus on improving 
detection of radioactivity, as described by Pommé (Dead Time, Pile-up, and 
Counting Statistics), Keightley (DCÇJSIM: A Simulation Routine for the 
Validation of 4n β-γ Digital Coincidence Counting Software), Jenkins et al 
(Corrections for Overdispersion Due to Correlated Counts in Radon 
Measurements Using Grab Scintillation Cells, Activated Charcoal Devices 
and Liquid Scintillation Charcoal Devices), as well as by Briichle (Simulation 
of Elution Curves for Chromatography Columns with a Low Number of 
Theoretical Plates). 

The next term in the equation is environmental transport (7). In this step, we 
estimate the concentrations of a radionuclide in environmental media such as air, 
soil, sediment, surface water, or groundwater. In some cases, these 
concentrations can be estimated from direct measurements; in other cases, they 
must be inferred using mathematical models. Although our understanding of 
radionuclide transport in the environment has improved greatly over the past 
several decades, we continue to refine our modeling methods as demonstrated by 
several chapters in this book. Only one chapter directly addressed environmental 
transport, by Y u (Modeling Radionuclide Transport in the Environment and 
Assessing Risks to Humans, Flora, and Fauna - The RESRAD Family of 
Codes). 

In addition to environmental transport, we can have radiation transport 
which is also related to the source term. Two chapters addressed the principles of 
radiation transport, by Haghighat and Sjoden (Three-Dimensional Particle 
Transport Methods and Their Applications), as well as by Berlizov (MCNP-
CP: A Correlated Particle Radiation Source Extension of a General Purpose 
Monte Carlo N-Particle Transport Code). The next two chapters describe 
important applications, by Robinson et al. (Creation of Realistic Radiation 
Transport Models of Radiation Portal Monitors for Homeland Security 
Purposes) and by O'Brien (A Random-Walk Solution to the Heliospheric 
Transport Equation). 

There are no chapters in the symposium related to the next step of the 
calculation of risk, exposure factors (£), which is understandable since this 
component of risk assessment is primarily derived from physiological, dietary, 
and habit data. However, considerable progress continues to be made in this 
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6 

area, particularly with regard to how individuals are characterized for the 
purpose of determining compliance with regulations. 

Once exposure is determined, coefficients are used to convert it to a dose 
(D), which may be internal, external, or an effective dose, or to risk directly. 
Several of the chapters in the symposium help to improve our understanding of 
these dose coefficients. The chapters by Miller et ai (Markov Chain Monte 
Carlo for Internal Dosimetry on a Supercomputer Cluster), Vojtyla 
(Calculation of the External Effective Dose from a Radioactive Plume by 
Using Monte Carlo Dose Kernel Integration), and X u (Modeling of Human 
Anatomy for Radiation Dosimetry: An Example of the VIP-Man Model) 
provide us with new insight into the dosimetry part of the risk calculation. 

None of the chapters addresses risk coefficients (R)9 although this field is of 
major interest today as evidenced by the extensive research being placed on the 
effects of low-dose radiation. 

A number of chapters help improve our understanding of uncertainty (w). 
Three chapters address issues related to uncertainty of radiation quantification: 
by Pommé (Problems with the Uncertainty Budget of Half-Life 
Measurements), Berlizov et al. (Evaluating Detection Limits for 
Environmental Monitoring Techniques in the Areas of Potential Impact 
from Nuclear Installations), and Potter (New Approach for the Decision 
Level and the Detection Limit in Paired Counting When There is 
Uncertainty Concerning the Expected Blank Count). Two other chapters: by 
Pommé and Keightley (Count Rate Estimation of a Poisson Process: 
Unbiased Fit versus Central Moment Analysis of Time Interval Spectra), as 
well as by Semkow (Bayesian Inference from Binomial and Poisson 
Processes for Multiple Sampling), discuss inference from the Poisson data 
encountered in nuclear science. Analysis of uncertainty continues to make 
important advances in nuclear science and is an area that will continue to require 
emphasis in the future. 

Validation (v), communication of results (c), and public participation (p) are 
not addressed in the symposium but are topics of key importance in risk 
assessment that are too frequently overlooked by scientists. In our work at Risk 
Assessment Corporation, we believe that i f the public is the target of risk, then 
the public should be involved in the risk assessment process. We believe a better 
product results i f members of the public are encouraged to provide input and i f 
they become engaged in the process as it occurs rather than waiting until the 
work is completed. Involving citizens, who are typically not scientists, 
significantly complicates the process but inevitably strengthens the work, 
especially in terms of its credibility. Furthermore, communication of the work 
and its results is best performed by the scientists who conducted the work. 

It is important to note that several chapters focus on the entire risk equation. 
The abovementioned chapter by Y u as well as the chapter by Grogan et al. 
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7 

(Modeling of the Cerro Grande Fire at Los Alamos: An Independent 
Analysis of Exposure, Health Risk, and Communication with the Public) 
look at risk assessment objectives in a comprehensive sense and are examples of 
the computational methods currently used to estimate dose and risk. 

Finally, the book contains several review chapters of general interest to 
applied nuclear-science modeling. These include chapters by Oblozinsky 
(Nuclear Data Analysis and the National Nuclear Data Center), Currie 
(Some Perspectives on Nuclear Detection and the Blank), and Semkow 
(Exponential Decay Law and Nuclear Statistics). 

Obviously, not every chapter in this book can be directly linked to the risk 
assessment process, but each author presents results that help improve our 
knowledge and understanding of risk assessment. This continuing evolution and 
improvement of nuclear science helps us in merging the different scientific 
disciplines and is critical to decision makers who are the ultimate end users of 
our work. 

Risk Assessment as a Guide to Research in Nuclear Science 

Risk assessment can provide valuable insight to guide future research in 
nuclear science because of the "big picture" view it provides of the different 
sciences that it represents. This holistic approach allows us to identify the largest 
contributors to uncertainty. As we continue to improve our capability to quantify 
risk, we are always looking for ways to strengthen the weakest link in the 
calculation and to reduce the overall uncertainty. This information can be used to 
help focus our efforts on areas of nuclear science that most effectively reduce 
uncertainty or provide a better understanding of the results. Listed below are 
several areas of risk assessment and nuclear science that need more emphasis in 
the future, based on lessons from our recent work. 

Background Radiation 

Dealing with background concentrations of naturally occurring 
radionuclides in risk assessment has always been problematic. In most cases, the 
concentrations in the environment are poorly characterized on a site-specific 
basis forcing scientists to use data imported from a variety of sources to quantify 
background for a specific area. This approach does not work well in risk 
assessment since background concentrations of radionuclides vary widely from 
one facility to another and between locations for a given facility. As a result, it is 
difficult to adequately account for background concentrations in a meaningful 
way in the risk assessment process. Several authors in this book propose new 
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methods for detecting background concentrations of radionuclides that could 
ultimately lead to better estimates of background in the future. 

Uncertainty 

Improving estimates of uncertainty continues to be one of the most 
important fields of nuclear science. Although major improvements have been 
made in methods for uncertainty analysis in risk assessment, much more work is 
needed in this area. In particular, we need a better understanding of uncertainties 
associated with dose and risk coefficients, source terms, and environmental 
transport models. These three areas seem to dominate uncertainties in the overall 
estimation of risk when uncertainties are involved. 

Validation 

Validation and testing of mathematical models used in nuclear science must 
continue to be a key focus of work in the future. Although it is impractical to 
validate estimates of risk to individuals, it is possible to validate and test 
different components of the risk calculation equation. Validation is particularly 
important for environmental transport models because, in most cases, it is not 
possible to measure concentrations at all locations. Therefore, mathematical 
modeling is the only way to reconstruct or predict concentrations. 

Simplification of Risk Estimation Methods 

Another key area that requires further study is the development of readily 
available tools that allow a quick determination of radionuclides, pathways, and 
estimates of risk. These tools are especially needed to support emergency 
response to a nuclear accident or terrorist event. Although there are a number of 
computational methods available that could provide this information to decision 
makers, these computer codes are not easily applied to emergency response. It is 
crucial that we develop computer software that can quickly convey information 
about radionuclide behavior in the environment and the relative importance of 
pathways and radionuclides in terms of risk. 

D
ow

nl
oa

de
d 

by
 8

9.
16

3.
34

.1
36

 o
n 

A
ug

us
t 6

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 N
ov

em
be

r 
16

, 2
00

6 
| d

oi
: 1

0.
10

21
/b

k-
20

07
-0

94
5.

ch
00

1

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



9 

Conclusions 

The chapters presented in this book contribute significantly to our 
knowledge and understanding of applied modeling and computations in nuclear 
science. The continuation and expansion of this fundamental research is vital to 
our future. Risk assessment is a form of applied modeling that combines the 
knowledge of many aspects of nuclear science in estimating risk to humans and 
the environment. The results of risk assessment can then be used to guide 
decision makers and help people understand the significance of radioactive 
materials present in their environment. Risk assessment can also be used to help 
researchers in nuclear science identify gaps in our knowledge and focus on 
issues that most effectively reduce uncertainty. This chapter explains the need 
for continued collaboration in these fundamental sciences and emphasizes the 
importance of efforts to bring scientists together to share and discuss the results 
of recent advances. A l l of the authors are commended for taking the time to 
document their research and share them with the editors of this book so that a 
lasting record of this knowledge now exists. 
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Chapter 2 

Nuclear Data Analysis and the National Nuclear 
Data Center 

P. Obložinský 

National Nuclear Data Center, Brookhaven National Laboratory, 
P.O. Box 5000, Upton, NY 11973 

An overview is presented of the nuclear reaction and nuclear 
structure data, available at the National Nuclear Data Center, 
that are of importance as input for applied modeling and 
computations in nuclear science. These applications include 
radiation transport calculations, detector response, dosimetry, 
γ spectroscopy analysis, and homeland security. Several 
relevant databases and products along with their Web retrieval 
are described. These include nuclear reaction database ENDF, 
code EMPIRE, nuclear structure database NuDat and Nuclear 
Wallet Cards. 

The mission of the National Nuclear Data Center (NNDC) is to collect, 
evaluate and disseminate nuclear physics data for basic science and nuclear 
technology communities in the United States. The N N D C is a worldwide 
resource of nuclear data. 

Nuclear data are of importance, often of critical importance, for modeling 
and simulations in nuclear science since they provide input to simulation codes. 
For example, neutron cross sections are used as input to the Monte Carlo 
simulation code M C N P . Also, nuclear data serve as input to codes analyzing 
experimental results, such as γ-ray energies and intensities to analyze complex 
spectra measured by Ge detectors. 

10 © 2007 American Chemical Society 
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The present chapter focuses on the most important databases and tools 
maintained by the NNDC. First, the chapter describes evaluated nuclear reaction 
database ENDF along with advanced nuclear reaction model code EMPIRE. 
Then, it proceeds by describing nuclear structure database NuDat and Nuclear 
Wallet Cards. 

Nuclear Reactions 

It is convenient to start the present discussion by displaying the front page of 
the web service of the National Nuclear Data Center (NNDC) in Fig. 1. Eight 
databases seen at the top left portion of the figure include both nuclear reaction 
and nuclear structure databases (/). 

CINDA, CSISRS and ENDF are pure nuclear reaction databases, while 
X U N D L , ENSDF and MIRD are pure nuclear structure databases. NSR contains 
both reaction and structure data, while NuDat contains mostly structure data. 

CINDA (Computer Index to Nuclear Reaction Data) is the oldest nuclear 
database, containing references to 275,000 neutron-induced reactions from 
55,000 works. The database was traditionally dedicated to neutron data and in 
this area it is considered to be comprehensive. In 2005, the database was 
extended to cover charged-particle reactions (in general, light incident charged-
particles with mass A < 12 and energy Ε < 1 GeV) and photonuclear reactions. 

NSR (Nuclear Science References) database contains references describing 
contents of 180,000 articles from more than 80 journals. The database, initially 
known as Nuclear Structure References, evolved into a broad bibliography 
database for nuclear science. The strength of the database is in keywording that 
allows efficient search over research topics, nucleus, reaction, author, etc. 

Evaluated Nuclear Data File, ENDF 

ENDF database contains evaluated (recommended) nuclear reaction cross-
section data for all nuclei relevant for applied technology. It currently covers 328 
target materials (nuclides) interacting mostly with neutrons, however, protons 
and other charged particles are also partly covered. Incident energies up to 20 
M e V are mainly covered, but important cases up to 150 MeV are also included. 

The last release, ENDF/B-VI.8, was issued in 2001. The database provides 
input to neutronics calculations such as the design of nuclear reactors and design 
of other nuclear systems, accelerators, radiation shielding and protection, etc. 
The database is maintained by the Cross Section Evaluation Working Group 
(CSEWG); it is archived and distributed by the N N D C . 
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Currently, ENDF/B-VII is under development. It should contain better and 
more extensive data for actinides, new version of neutron cross-section 
standards, vastly improved cross sections for fission products, an entirely new 
photonuclear library and other improvements. The number of materials will be 
close to 400 and its release is scheduled for the middle of2006. 

The web retrieval interface for ENDF as shown in Fig. 2 provides an easy 
access to this important resource of recommended cross section data. The data 
are used heavily in many neutronics simulation codes such as M C N P . 

Nuclear Reaction Model Code EMPIRE 

This code represents an advanced tool for nuclear reaction cross-section 
calculations. EMPIRE uses a broad set of nuclear reaction models at low 
incident energies, combined with extensive international library of Reference 
Input Model Parameters as well as easy access to experimental cross-section 
database CSISRS along with powerful graphics and a host of utility codes. Thus, 
EMPIRE is of considerable interest to applied users, to nuclear reaction theory 
developers as well as to nuclear data evaluators (2). Arguably it is currently one 
of three most powerful low energy nuclear reaction codes worldwide, the others 
being McGnash (Los Alamos) and Talys (Europe). 

The code is freely available, see www.nndc.bnl.gov/empire. It is easy to use 
thanks to the powerful graphic user interface that allows performing complex 
calculations with a couple of mouse clicks. 

To illustrate its capabilities, we show in Fig. 3 recent results obtained by 
EMPIRE. Photon production for Ge(n,xy) reactions was calculated to meet the 
needs of the homeland security community for detector simulations with the code 
M C N P . Other examples would include complex fission cross sections for 
2 3 2Th(n,f), and photoabsorption 2 3 5U(y,abs) that is of interest for detection 
simulation calculations of nuclear materials with small electron accelerators. 

Nuclear Structure and Decay 

The basic nuclear structure database maintained by the N N D C is the 
Evaluated Nuclear Structure Data File, ENSDF. This database is the worldwide 
resource for nuclear structure and radioactive decay data. ENSDF is produced by 
the US Nuclear Data Program with contributions from the Network of Nuclear 
Structure and Decay Data Evaluators. The database contains information on 
virtually all known nuclei (currently 2,932) that is updated regularly. 
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Figure 3. Photon production spectra from Ge(n,xy) reactions for neutrons of 
several incident energies in the range of 0.1- 20 MeV. 

(See page 3 of color inserts.) 
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NuDat Database 

The most popular product that offers ENSDF data is NuDat (5). It combines 
advantages of the chart of nuclides with the table of isotopes. It is interactive 
and searchable (see Fig. 4) with numerous options for data retrieval. 

The NuDat interface, developed in 2004 and based on modern 
programming techniques, achieved several recognitions. One of them is shown 
in Fig. 5. 

Figure 4. NuDat web interface operated by the National Nuclear Data Center, 
www.nndc.bnl.gov/nudat. Shown is the front page with the chart of nuclei (20, 
28,128 are magic numbers) and basic information retrievedfor Dy-164. 

(See page 4 of color inserts.) 
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www.sciencemag.org SCIENCE VOL 307 14 JANUARY 2005 

Published by AAAS 

Figure 5. Recognition to NuDat interface published in Science, Vol. 307, 2005, 
187. (See page 5 of color inserts.) 

Nuclear Wallet Cards 

Nuclear Wallet Cards provides information on basic properties of 3,841 
ground and isomeric states for all known nuclei. It is available as handy booklet, 
on the web and in Palm Pilot format, at www.nndc.bnl.gov/wallet/. The N N D C 
offers 3 versions of Nuclear Wallet Cards: 

• Version 2000, adopted by D O E Safeguards as the U.S. standards of decay 
data used to determine absolute amounts of nuclear materials. 

• Version 2004, a special version to meet needs of the homeland security 
community, entitled Nuclear Wallet Cards for Radioactive Nuclides. 
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• Version 2005, the latest standard version produced in 10,000 hardcopies, 
most of them already distributed. 
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Chapter 3 

Some Perspectives on Nuclear Detection 
and the Blank 

L. A. Currie 

National Institute of Standards and Technology, 100 Bureau Drive, 
Gaithersburg, MD 20899-8370 (Retired) 

The blank (background, baseline) is generally the central 
factor limiting low-level measurement capabilities. In this 
chapter, we consider briefly the nature and distribution of the 
blank in the "real world" as manifest in environmental baseline 
radioactivity (atmospheric 8 5 Kr) and low-level counting 
background, and in the ideal world of Poisson counting 
statistics. Tests of distributional assumptions for the actual 
baseline radioactivity and counter background demonstrated 
the presence of significant non-random components, which (1) 
carry important environmental /physical information about the 
nature of the blank, and (2) must be controlled for meaningful 
detection decisions. For the ideal case where the blank can be 
treated as a Poisson process, some limitations and modes of 
application of the Poisson-normal approximation were first 
explored, followed by an historical look at the exact solution 
for the detection of differences between two Poisson variables. 

© 2007 American Chemical Society 19 
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1. Introduction 

The variability of the blank (B) constitutes an ultimate limiting factor for 
detection, and to some extent, quantification capabilities. It is recognized, also, 
that Β may have several manifestations, e.g., detector background, baseline 
(environmental, spectroscopic, chromatographic), or procedural (chemical, 
isotopic) blank. Some interesting questions arise, however, concerning the 
assumed nature and distribution of the blank, and its impact on the validity of 
detection decisions and estimated detection limits. In this brief essay we begin 
and end with a look at the 'real world' - actual B-distributions in the atmospheric 
environment, and in the low-level counting laboratory, respectively. In each 
case, things are not necessarily what they seem to be, leading to questions about 
assumption validity. The 'ideal world' of Poisson counting statistics lies in 
between, where we review some ancient history and consider questions about 
ultimate detection capabilities. 

To set the stage, we present in Figure 1 two empirical Β distributions, 
without further comment until they are revisited in Sections 3 and 6. 

2. Detection Capabilities: Concepts and International 
Standards 

Building on early work by Feigl (/), Pr2yborowski and Wilenski (2), Roos 
(3), Nicholson (4,5), Altshuler and Pasternack (6), Kaiser (7), and Currie (8,9), 
among others, the International Union of Pure and Applied Chemistry (IUPAC) 
and the International Organization for Standardization (ISO) have prepared, 
during the past decade or so, a series of international standards and 
recommendations on concepts and expression for detection and quantification 
capabilities. IUPAC recommendations (70) address measurement capabilities in 
Chemistry; the ISO 11843 series (77) addresses metrology in general, and the 
ISO 11929 series (12) addressed ionizing radiation. Among recent national 
documents, are the American Society for Testing and Materials (ASTM) 
interlaboratory standards (13,14), and the Multi-Agency Radiological 
Laboratory Analytical Protocols Manual ( M A R L A P ) (75). An excellent source 
for low-background metrology and applications is the proceedings volume of the 
International Committee for Radionuclide Metrology (ICRM) Conference on 
Low-level Radioactivity Measurement Techniques (16). 

Hypothesis testing, with the errors of the first (β) and second (β) kinds, 
serves as the conceptual framework for detection decisions and capabilities. The 
basic concepts are given algebraic expression below (Eqs. 2). Each case requires 
parameter specification: a and β, for the probabilities of the errors of the first 
and second kinds (false positives and false negatives); and RSDQ, for the relative 
standard deviation at the Quantification Limit. Mandatory values of these 
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Figure I. a) Frequency histogram of atmospheric background (baseline) 
data for 85Kr in central Europe, b) Frequency histogram of low-level GM 

background data at National Institute of Standards and Technology (NIST) 
(x-axis, bkg rate, cpm.) 

parameters are not incorporated in the defining expressions; recommended 
default values are shown in parentheses. 

Detection Decision (Critical Value) (Ic> « = 0-05) 
P r ( I > Lc\L = 0) < a, 

Detection Limit (Minimum Detectable Value) ( I D ? β = 005) 
P r ( Z <LC\L = LO) = β, 

(2.1) 

(2.2) 
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Quantification Limit (Minimum Quantifiable Value) (Z,Q, RSDQ = 0.10) 
LQ = kQ aQ, where kQ = \/RSDQ . (2.3) 

Note that the generic symbols LD, LQ, and <xQ denote "true" characteristic 
values for the measurement process, referring to net signals (5) or concentrations 
(x) above the background or blank. In practice the L's may be derived from 
estimates (or assumptions), such that calculated values themselves will be 
characterized by uncertainties. Also, for LD and β to be meaningful, Lc(a) must 
be employed for detection decision making. The relation, β vs. LD is known as 
the "Operating Characteristic" (OC) of the (detection) significance test 
performed at significance level a; and 1 - β is the "power" of the test. Equation 
2.1 is given as an inequality, because not all values of a are possible for discrete 
distributions, such as the Poisson. The IUPAC recommended default values for 
α, β, and ICQ serve as a common basis for measurement process assessment, but 
they may be adjusted appropriately in particular applications where detection or 
quantification needs are more or less stringent. 

3. Β as an Environmental Baseline: *5Kr Case Study 

In the best of cases, empirical Β distributions may be used directly to 
estimate critical levels and detection limits, especially when there are many 
observations, such as for the frequency histogram of atmospheric 8 5 K r shown in 
Figure la, where number of measurements was 109. Simplistic application of the 
apparent distributional parameters for estimating capabilities to detect or 
quantify departures from environmental baselines can be seriously misleading, 
however, unless assumptions about stationarity and randomness are valid. Apart 
from careful testing of such assumptions, it can be quite illuminating to 
understand the underlying causes for such departures. The Β (as baseline) data 
for 8 5 K r are offered in this spirit. 

The histogram of the complete dataset can be fit to a lognormal distribution 
(p = 0.12), whereas a normal fit is unacceptable (p « 0.0002). Omitting the 
"unusual" point at 2.23 Bq m"3 brings about an improved lognormal fit (p = 
0.59), which is the one shown in Figure la. The fitted parameters (χ, s) are 
(0.930, 0.185) Bq m"3, equivalent to a relative standard deviation of 19.9 % -
well beyond the 10 % required for single-sample quantification. Although the 
frequency distribution is still noticeably skew, a normal distribution cannot be 
rejected. 

3.1. Unfolding the Structure of the Data 

Looking beyond summary statistics and the empirical frequency histogram 
can be quite revealing. In particular, the added dimension of time (or space) can 
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provide vital insight regarding the stability of the mean and variance of a 
laboratory or environmental baseline. Beyond that, visual examination of the 
time series can often reveal important structure, the removal of which may result 
in significant improvement in detection and quantification capabilities. 

uKr Frequency Distribution and Time Series 

24 

et 

I t 

12 

t 

4 

t 

r ' • 1 ι 

a 

i s 
êûâû 

2 
• . 4 t . t 1.2 1.9 

Bqnf* 

2.4 

Figure 2. a) Empirical frequency histogram of Kr in the central European 
atmosphere, b) Time series of background 8 5 Kr in Prague: 1984-1992. 

To illustrate, the actual time series for the Kr atmospheric baseline data is 
shown in Figure 2. It represents a record of atmospheric ( 8 5 Kr) background 
radioactivity in central Europe (Prague), collected by Wilhelmova and 
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coworkers (77) during the period 1984-1992. As such, it is interesting to explore 
the data structure in the context of events in European history at the time. Space 
limitations prevent further discussion here, but the rest of the story can be found 
in Ref. (75), where robust techniques of exploratory data analysis are employed 
to partition the complex data structure into systematic and random components. 
The systematic structure was striking: a dramatic shift in the 8 5 K r baseline was 
found to coincide with the year of profound sociopolitical change in eastern 
Europe (1989). The residual random component was reasonably normal, with an 
excess (non-Poisson) relative standard deviation of about 10 %. A final, 
noteworthy point: the sharp peak at 2.23 Bq m"3 resulted from sampling during 
the spring of 1986, shortly after the fateful event of 26 April 1986 at Chernobyl. 

3.2. Non-Counting Variance 

Once the systematic structure in a spectral or environmental baseline has 
been accounted for, attention must be turned to non-Poisson error components, 
namely "excess" random error (79), overdispersion in counting statistics (20,21), 
and "total propagated uncertainty" (22). Such error components are crucial in the 
setting of critical (decision) levels and the estimation of detection, quantification 
capabilities of a specified measurement process. For the case in point 
(environmental 8 5 K r baseline), detailed analysis of the impact of the mean 
environmental baseline and its excess variance showed that the ideal low-level 
laboratory instrumental detection and quantification limits for 8 5 K r were 
increased by factors of 3.5 and 2.3, respectively, once the environmental 
background and its variability were taken into account (23). 

4. Counting Statistics: How Far Can We Stretch the Poisson-
Normal Approximation? 

It is well known that for large numbers of counts the Poisson distribution 
of counts is asymptotically normal, with the mean (expectation, μ) equal to the 
variance (ci1). In this case the basic expressions for SCI SD, and S Q , using default 
values for α, β, and AQ , (Section 2; and Ref. (8)) are 

SC = ζι-ασ0= 1.645 σ0, (4.1) 
SD = ζχ-α + 2ζ1_α<το = 2.71 + 3.29 σ0, (4.2) 

S Q = (AQ

2/2)(1 + V(l + 4a0

2/kQ

2))= 50(1 + V(l + σ0

2/25)). (4.3) 

When σ0

2 is estimated as s0

2, by replication, SC = /v,i-«$o» where ν represents 
the number of degrees of freedom. Here, the variance of the estimated net signal 

(S) when its expectation (S) equals 0, is σ 0

2 = ησΒ

2 = ημΒ, where μΒ is 
expectation (true mean) of the blank, and η = (1 + r~[) = 1 for the "well-known 
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blank, and η = 2 for paired measurements. For counting data, r equals the ratio of 
background to gross count measurement times (tB/ts). (Note that/*B, and the three 
5"s have units of counts.) As shown in Ref. (8\ for the default values of α, β, and 
ICQ, the asymptotic expressions for SO (3.29 σ0) and SQ (10 σ0) lie within 10 % of the 
complete expressions (Eqs. 4.2, 4.3) when σ0

2, z.e., //μΒ, exceeds 67 counts and 
2500 counts, respectively. 

In the following subsections we consider two important questions (and three 
issues) concerning the applicability of the Poisson-normal approximation for 
low-level counting: (1) minimum μ Β for a satisfactory approach of the Poisson 
distribution to normality; and (2) minimum acceptable values for the observed 
number of background counts (nB) to serve as a satisfactory estimate for μΒ. The 
basic question is, "How low can we go, before the great simplicity and 
convenience of the Poisson-normal approximation must be discarded?" 

4.1. Issue-1: Approach to Normality vs. μΒ 

The transition region, below which the Poisson-normal approximation must 
give way to an exact Poisson treatment, has been explored by many authors, 
particularly in statistical disciplines, and found to be of the order of several 
counts. In our 1972 study (9) we found that the width of the normal (90 %, 2-
sided) confidence interval fell within about 10 % of the Poisson confidence 
interval, once the number of observed background counts (nB) was of the order 
of 9. 1 In Ref. (24), it was stated the Poisson normal approximation may be 
adequate, provided that the expected value of the background was at least 

2 
several counts (> 5), (not an integer). The judgment may be made also by 
comparing upper and lower critical values for the exact Poisson and approximate 
Poisson-normal distributions. For example, one finds for μΒ = 5.00, that the exact 
(Poisson) probability that nB < 9 equals 0.968, whereas the continuity-corrected 
normal approximation gives 0.978. At the same time, the two distributions can 
never be taken to be rigorously equivalent, because of certain immutable 

*90 % Poisson confidence limits for^B, given nB, are: μι (0.05) equals ^ 0 . 0 5 / 2 with 
2nB degrees of freedom, and μυ (0.95) equals ^ 0 . 9 5 / 2 with 2nB + 2 degrees of 
freedom. 90 % Poisson-normal confidence limits are given by the solution of: / / L + 
1.645V//L = ηΒ=μυ-\ .645V^u. 
This statement (p. 49 of Ref. (24)), has on occasion been misinterpreted as 

referring to the estimated (observed) number of background counts, as opposed 
to the expected (true mean) value, for use as σ Β

2 . The difference is profound, 
given the uncertainty of μΒ, for nB = 5 counts. (90 % confidence limits for (μΒ\ηΒ 

= 5) are 1.97, 10.51 - Table III, in Ref. (9)). 
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differences - such as non-negativity for the Poisson, and continuity for the 
normal. 

4.2. Issue-2: Observed Background Counts (ftB) Required to Serve as an 
Acceptable Estimate of/#B 

This question arises in connection with the approximation in Eq. 4.4, 
SC = Z\-a <*0 = Z\-a V ( ^ B ) ~ Z\-a Α*!"*) · (4·4) 

Unfortunately, "~" is generally omitted from the above expression, such that, for 
paired measurements (a = 0.05, η = 2), the equation is written as Sc = 2.33 V«B. 
M A R L A P (75) has been more cautious distinguishing between Sc = *ι-α ^(2μ Β ) = 
2.33>/μΒ as "Currie's equation" and Sc = 2.33 VwB as one that "resembles" it -
equivalent in a sense to M A R L A P Eqs. 20.8 and 20.9, respectively. To control 
the error from substituting nB for μ Β , in forming a fixed estimate for the critical 
value, a relatively large number of background counts are recommended. 
Alternative criteria led Currie to recommend background counts in excess of 70 
(P) and 87 (using a conservative criterion (24), pp. 83 f). At stake is control of the 
systematic error in estimating Sc(a) when that estimate is used repeatedly for 
making detection decisions. 

4.3. Issue-3: Sc as a Random Variable 

When σΒ is estimated by replication (r-replicates), as sB, Sc becomes a 
random variable, equal to ίν^^η. More conventionally, for paired 
comparisons, the test is cast as d/(sB^2) > / v > l_ a, where the degrees of freedom 
equal r - 1, and net counts d = y-nB, where y = gross (sample) counts, and nB = 
background counts. An analogous expression might be expected where the sB 

estimate is taken as nBi where in this case the degrees of freedom are taken as 
approximately twice the number of background counts. Since, apart from its 
discrete character, the Poisson distribution appears to resemble the normal down 
to relatively few counts (μΒ), one might expect that the approximate /-test would 
be reasonably successful. That seems not bore out, however, by the excessive 
false positives reported in the literature, using a seemingly similar test, with Sc = 
2.33 VtfB = Z 0 . 9 5 V ( 2 H b ) . Converted to standardized form, this test becomes: 

The /-distribution is clearly only an approximation for small numbers of counts, 
but certainly better than the z-(normal) distribution, when μΒ is replaced with a 
random estimate nB. The approximate number of degrees of freedom is based on 
the relation between χ2 and μΒ bounds, given nB, plus the fact that the asymptotic 
relative standard uncertainty of σ is 1/V(2v), while that of V / / is Ο.δΝμ. 
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"Detected", i f (y - nB)l<(2 riB ) > z,_« . (4.5) 
For relatively small numbers of counts, however, this equation presents 

some problems. First, since s0 represents only an estimate of σ 0, ζ is the 
inappropriate statistic; Student's-/ would be better, using 2nB for the number of 
degrees of freedom. Second, there is the zero catastrophe. If nB should be zero, 
the (approximate) Studentized ratio on the left side of Eq. 4.5 is either 
unbounded or indeterminate. Third, there is the matter of independence. In the 
conventional expression for the /-test, the numerator and denominator are 
independent. In the "usual formulation" for low-level counting decisions, 
however (Réf. (15), p. 20-15), they are correlated with the same nB = n'B 

appearing in both numerator and denominator. 

The first difficulty is approached by substituting tv^a for z^a- For μΒ = 5.00 
counts, for example, the approximate test would use / 1 0,o.95 = 1.813. The zero 
catastrophe can be minimized by limiting the use of the approximate /-test to 
μ Β ' δ for which Pr(/?B = 0) is negligible. For μ Β = 5.00, this is already small, 
namely exp(-5.0), or 0.0067. To achieve a probability < 0.001, μ Β should exceed 
6.91. A supplementary fix is to add a small constant to the observed nB. We 
chose this route, also to help compensate for the inherent asymmetry in the 
Poisson-normal approximation. Specifically, sB was taken equal to nB + 0.6. 
Such an adjustment places the corrected nB quite close to the mid-point of the 
"central" (68 %) confidence interval for μ Β , given nB. Actually, 0.6 is the closest 
single decimal digit adjustment for nB in the range nB = 3 to 20. Above nB = 20, 
the asymptotic Poisson-normal correction, + 0.50, rapidly obtains. The resulting, 
approximate Poisson-normal /-test procedure would be 

"Detected," i f (y - nB)N(2 ( riB + 0.6)) > / ν > α , (4.6) 
where nB, n'B are independent background observations - thus overcoming the 
most serious deficiency of Eq. 4.5, as usually applied. 

A miniature Monte-Carlo experiment, repeated five times for each 
formulation for the null case (S = 0), with μ Β = 5.00, was performed as an 
exploratory study. The results show a dramatic difference between the usual 
practice (Eq. 4.5) and the application of Eq. 4.6 as an approximate /-test (Figure 
3). For the independent, approximate /-test, using / c = 1.813 (Figure 3a), a(u) = 
0.038 (0.002); for the dependent z-test, using z c = 1.645 (Figure 3b), a(u) = 
0.100 (0.002), where u = standard uncertainty. 

The empirical distribution in Figure 3a is clearly not normal, especially in 
the tails. Except for Poisson granularity, most apparent at Tghi = 0, however, it 
does resemble a longer tailed /-distribution (with nominal df = 10). The 
distribution in Figure 3b, labeled 7}**, shows the impact of the correlated 
background estimates. It resembles neither z- nor /-distributions, and the 
negative curvature implies false positives. 
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Noma I P r o b a b i l i t y P l o t Noma I P r o b a b i l i t y P l o t 

Tghi Tjkk 

Figure 3. Empirical distributions of independent (a) and dependent (b) Sc 

ratios, for S = 0, η = 2 (paired measurements), and Poisson parameter 
μΒ = 5.00. 

The latter result, linked with the decidedly non-normal empirical 
distribution is consistent with the "formula A " Type-I error rates (false positives) 
depicted in Fig. 20.4 of Ref. (75) and a reference therein. The bottom line is that 
the independence requirement, which is automatically met in the conventional 
application of the /-test ( χ , s2), should not be ignored. Doing so in the present 
context guarantees an excessive number of false positives. The problem is not 
in the formulation of Sc, but in the way in which it is applied.5 

The effects of Poisson granularity and degrees of freedom on the 
approximate /-test for moderately small background counts are being further 
explored. One resulting observation is that inclusion of an asymmetry constant 
(+ 0.6 in Eq. 4.6) tends to increase the effective number of degrees of freedom, 
bringing a closer to the target value (0.05). 

4 This may be seen qualitatively from Eq. 4.5, i f nB =n'B: on average, when nB is 
relatively small, the numerator tends to be larger, while the denominator is 
smaller - leading to an excessive increase in the ratio. 
5Certain alternative Poisson-normal tests are more robust to the non-
independence problem (26). One that performs quite well, even for rather small 
values of μΒ, utilizes the well-known Poisson variance stabilization (square root) 
transformation (Haid, Ref. (27); Stapleton, in Ref. (75)). 
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When μΒ is quite small, one should consider abandoning the Poisson-normal 
approximation for the exact Poisson treatment. Application of exact Poisson 
significance tests is straightforward, and it was solved long ago. Recent 
treatments of the exact Poisson detection tests and detection limits abound (e.g., 
Potter (25), M A R L A P (75)). In the next section, therefore, we simply present a 
glimpse of the "ancient history." 

5. Exact Poisson Treatment: Some Comparative Ancient 
History 

When the Poisson-normal approximation is no longer adequate, one has 
recourse to the exact Poisson treatment. Although this approach has been well 
documented in a number of recent publications, it seemed appropriate to include 
this section as a brief historical footnote regarding treatments in the literature of 
more than 30 to 60 years ago. Detection decisions and detection limits are 
considered in Sections 5.1 and 5.2 for the two asymptotic cases: η = 1 (well-
known background) and η = 2 (paired observations), respectively. 

5.1. Poisson Detection Decisions and Detection Limits for the Well-Known 
Background Asymptote (η = 1) (9) 

The (η = 1) case is particularly straightforward. Given the expectation for 
the background counts (μΒ), we can apply the exact cumulative Poisson 
distribution to calculate the critical number of counts nc, considering the error of 
the first kind (a), and then the detection limit for the expectation of the gross 
sample counts μΏ (or yD), considering the error of the second kind (β). These 
values follow from the defining Eqs. 2.1 and 2.2, adapted to this special case. 

Critical value: ?r(n > nc \ μΒ) < « , (5.1) 
Detection limit: ?r(n<^\μΌ)=β- (5.2) 

Derived relations for the net signal are then: Sc = nc- μΒ, and SD = μϋ ~ μ& 
The solutions to Eqs. 5.1 and 5.2, for any particular choice of μΒ, can be 

calculated directly from the Poisson cumulative distribution, or simply from a 
table of the confidence limits for the Poisson parameter (μ) vs. the integer values 
of n. The confidence limits are conveniently derived also from the chi-square 
table.6 Table I links μΒ, nc, and μ 0 , extracted from Currie (24) (Table 7). 

Confidence limits for the Poisson parameter (μ), as a function of the observed 
number of counts (n) are: μ = ± χ?

2/2 (v_ = In, v+ = 2n + 2). For n = 4, for example, 
the 90 % confidence limits are (2.72/2), (18.31/2). 
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Table I. Poisson Critical Values and Detection Limits (η = 1; ί Β » <S+B) 

a (minimum)" A*B (range) «c = Sc + μΒ 
(a < 0.05) 

μΌ = S D + μ Β 

(β = 0.05) 

- 0-0.051 0 3.00 
0.0013 0.052 - 0.35 1 4.74 
0.0060 0.36 -0.81 2 6.30 
0.0089 0.82 -1.36 3 7.75 
0.013 1.37 -1.96 4 9.15 
0.016 1.97 -2.60 5 10.51 
0.018 2.61 -3.28 6 11.84 
0.020 3.29 -3.97 7 13.15 
0.021 3.98 -4.69 8 14.44 
0.022 4.70 -5.42 9 15.70 

"For each μΒ range, a varies monotonicaliy from a m i n to 0.05. 

To illustrate, let us take μΒ to be 2.30 counts (expectation). Referring to 
Table I, we find that nc = 5 counts (integer), and μΌ = 10.51 counts 
(expectation). Thus, Sc = 5 - 2.30 = 2.70 counts; and SD = 10.51 - 2.30 = 8.21 
counts. The net count detection limit, expressed in units of background 
equivalent activity (ΒΕΑ) is 8.21/2.30 = 3.57. The first column of Table I shows 
us that the actual value of a falls in the range of 0.016 to 0.050. The expression 
for the cumulative Poisson distribution, with μΒ = 2.30 and n = nc = 5, gives the 
result, a = 0.030. For n = 4, a = 0.084. (Results given by the Poisson-normal 
approximation, Eqs. 4.1, 4.2, are not so different: Sc ~ 2.49, SD ~ 7.70.) 

5.2 Extreme Low-Level (Poisson) Detection Decisions and Limits for Paired 
Counting (η = 2) 

The solution for the other asymptotic case, where detection decisions and 
limits must be evaluated for pairs of Poisson variables, was published more than 
65 years ago, by Przyborowski and Wilenski (2). The stimulus for the work of 
these authors was the practical problem of detecting small numbers of dodder 
seeds in clover. This was of some practical import, because the contaminating 
seeds belong to the class of twining herbs that are parasitic to plants. In the 
context of this chapter, the detection of the rarely occurring dodder seeds is the 
analog of the detection of rarely occurring nuclear particles or decays. 

Unlike the previous section, where the challenge was to detect a significant 
signal above a well-known background, we now address the problem of 
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detecting a significant (1-sided) difference between two extreme low-level 
Poisson variables. The relative simplicity of the previous section is gone, since 
the distribution of the difference between two Poisson variables is no longer 
Poisson-distributed. In fact, the solution space is now 2-dimensional, with a 
critical region replacing the critical level of the single Poisson variable. 
Przyborowski and Wilenski formulated the problem by first expressing the joint 
probability law for observations *, y as 

?r(x,y I μχ,μγ) = (μ* μ// x\y\) εχρ[-(μχ + μγ)], (5.3) 

where, in the context of low-level counting, χ represents counts observed from 
the background having expectation (mean) μχ, and y represents counts observed 
from the gross count (signal + background) variable having expectation μγ. The 
density function follows from the fact that the distribution of the sum of Poisson 
variables is itself Poissonian.7 

Equation 5.3 can be transformed into a more interesting form (Eq. 5.4) using 
the following substitutions: n=zx+y^= μχ + μγ,ρ = μ^(μχ + μγ) , 

Τ>τ(.χ,γ\ρ,μ) = μ η \ μ /* ο^\-ρ)"^. (5.4) 

Critical Region 

The sample space is necessarily a 2-dimensional (integer) grid, with the 
possible sample points (E) defined by the discrete observable values of χ 
(background counts) and y (gross sample counts). For a given n, the partition 
into y and χ = n-y is governed only by the second factor in Eq. 5.4, which is a 
term in the binomial expansion of \p + (1 - p)]". For the null hypothesis μγ = μχ, 
so ρ = 1/2; thus, for each n, the critical value for y is given by Pr(y > yc\n,p = 
0.5) < 0.05, independent of μ. The yc are simply the 1-sided critical values for 
proportions, which may be determined from the binomial (cumulative) 
distribution (n, p). To give a specific illustration, consider an observation pair 
for which χ + y = η = 12 counts. Then the integer yc derives from the > 95 
percentile of the binomial distribution (12, 0.5), which equals 9 counts. (The 
probability that;; > 9 counts, for the given («, p), is 0.019.) 

For more convenient application to the low-level counting problem, slight 
changes have been made from the original formulation (in notation, only). 
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Detection Limit 

Evaluation of the detection limit for the exact paired count Poisson problem 
is not so simple, in that the full probability Eq. 5.4 must be considered. 
Przyborowski and Wilenski calculate the power function 1 - /? , given a, from the 
expression, 

?v(Ee w\ρ,μ)= I^py^pf-y, (5.5) 

where (E e w) refers to all observable pairs of observations (JC, y) that lie within 
the critical region w. 

Numerical data given for power 1 - β = 0.95, for a < 0.05, were combined 
with critical values yc to construct plots showing the critical values (yc, discrete; 
dashed curve) and detection limits (yD, continuous; solid curve) as a function of 
μχ (which is μΒ). This information is given in Figure 4a. Note that, although the 
detection test is based strictly on the observed count pair (x, y), the detection 
limit necessarily depends on μΒ. Figure 4b gives similar information for the well-
known blank case, based on the derivations of Section 5.1. 

Figure 4. Critical regions (clashed curves) and detection limits (solid curves) 
for α) η = 2, paired counting, and b) η = 1, well-known blank, 
(x-axes: background counts, y-axes: gross counts, default α, β.) 
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Comparative Detection Capabilities 

Some summary observations can be drawn from the two sets of yc critical 
boundaries and two sets of yD detection limit curves in Figure 4. For the paired 
case (Figure 4a), the minimum value for yc (4 counts) occurs when χ = 0; thus, 
the smallest integer pair that would indicate "detection" would be (x, y) = (0,5). 
Similarly, for JC = 4 counts, the smallest significant value for y would be 12 
counts (y c - 11). Looking at the detection limit curve, we see that for a truly zero 
background, the minimum detectable gross count (yD) is approximately 9.0 
counts, which here also equals SD. For μ Β = 4.0 counts, the minimum detectable 
yD ~ 20.0 counts (SO ~ 16.0 counts). To detect a net signal (S) equal to 4 times 
the background, the intersection of line of slope 5 (μ^μχ) with the (gross signal) 
detection limit curve is needed. That occurs at μΒ = 4.0 counts. (Note that 
uncertainty ί η μ Β translates into uncertainty inj>D and SD.) 

Considering the same background values (μ Β = 0, μ Β

 = 4.0 counts) for the 
well-known background case (Figure 4b), the minimum detectable gross counts 
are yO = 3.00 counts and yD = 14.44 counts, respectively. The corresponding 
values for the minimum detectable net signal are SD= 3.00 counts and 5 D = 10.44 
counts, respectively. So, for this small count range, excellent knowledge of the 
background expectation carries a benefit (reduction in SD) of a factor of 1.5 to 
three. (The Poisson-normal approximation, Eq. 4.2, applied to μ Β = 4.0, gives S D 

= 9.29 counts (η = 1) and 5 D = 12.02 counts (η = 2).) Although the critical value 
boundary curve allows rigorous testing for significant signal, background 
differences in the two asymptotic (η = 1,2) extreme Poisson cases, the 
corresponding detection limit curves are essential for planning for successful 
extreme low-level studies. For an approximate, but excellent analytic expression 
for the η = 2 detection limit curve, see Shiue and Bain (28). 

There has been a resurgence of interest in recent years in the low-level 
counting communities in the problem addressed by Przyborowski and Wilenski 
so long ago, in part because of major advances in, and needs for, low-level 
radiation measurement, and in part because of then un-dreamed of advances in 
computing power. For a recent review and bibliography, see Ref. (75); for an 
exact treatment of paired counting with known background, see Refs. (27,29); 
for reviews of ultra-low-level counting capabilities and applications, see Ref. 

m 

6. On the Validity of the Poisson Hypothesis for 
Background Counts 

At this point we return to the "real world," and the second empirical B -
distribution, shown in Figure lb - namely the frequency histogram of (gross) 
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low-level background counts, in the NIST low-level, small counter, gas counting 
system. Use of this system alternately in the Geiger or proportional regions has 
seen practical service in the measurement of 1 4 C , 3 7 A r , and 8 5 K r in the natural 
environment. 

It seems to be conventional wisdom, at least for low to moderate counting 
rates, that the counting background can be described as a Poisson process. Such 
an assumption, of course, affects uncertainty estimates, as well as computed 
critical levels and detection limits, where the variance of the background is 
dominant. For those background components from long-lived radioactivity, the 
assumption for the decay process is doubtless valid, but the assumption for the 
counting process deserves rigorous testing for possible environmental and/or 
measurement process artifacts. The following summary is drawn from a 
comprehensive study of time series of some 1.4 χ 106 individual low-level G M 
background events (coincidence and anticoincidence) spanning a period of 
nearly one month, where the amplitude and time of occurrence of each pulse was 
recorded to the nearest 100 μ$. Additionally, the system provided pulse-pair 
resolution to the nearest 1 μβ, and full waveform analysis (30). 

6.1. Background as a Poisson Process; Expected Characteristics 

If the counter background can be described as a Poisson process, it would 
be expected to be consistent with: (1) the Poisson distribution of counts, which is 
asymptotically normal, but discrete and increasingly positively skewed for small 
numbers of counts, and for which the expectation of the index of dispersion 7d 

(variance/mean) is unity (26); (2) the uniform distribution of arrival times; and 
(3) the exponential distribution of inter-arrival times, also positively skewed. 
These expected characteristics served as the basis for our investigation of the 
validity of the Poisson assumption for low-level counting background. For this 
purpose, measurements were performed with the NIST individual pulse analysis 
system, with 40 cm 3 cylindrical gas counters operated in the Geiger mode. 
Essential characteristics of the system are: (1) ca. 80 % of the gross background 
was eliminated by surrounding the counting tube with 25 cm of pre-nuclear era 
steel (World War I naval gun barrel); (2) the bulk (98 %) of the residual 
background (ca. 20 counts per minute, cpm), due to penetrating cosmic ray 
muons, was "canceled" by anticoincidence counting. 

The fundamental assumption to be tested was whether the muon 
(coincidence) background and the net (anticoincidence) background could be 
treated as independent Poisson processes. 
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6.2. Empirical Distributions and Tests of the Poisson (Background) 
Hypothesis 

Distributional highlights from the NIST study are given in Figs. 6.1-6.3. 
The basic information is generated from the individual pulse arrival and inter-
arrival times, as shown in Figure 5, which represents a 150 s glimpse of the pulse 
data stream (arrival times) for coincident (C) and anticoincident (A) events from 
a 980 min background counting experiment. (DT and dt represent Α-A and C-A 
inter-arrival times, respectively; and event-G represents a rare giant pulse, 
atypical of the ordinary G M process.) 

Considering first the Poisson distribution of counts and the corresponding 
count rates, we examined results for C (muon) and A (net background) events 
spanning a period about sixteen thousand times as long as that shown in Figure 5 
(nearly a month). At the beginning of this period, the G M counting tube was 
filled with purified counting gas; following that, background (C- and A-) counts 
were aggregated for 21 individual counting periods, 16 of which had relatively 
uniform counting times of about 1600 min. The Poisson hypothesis was tested 
with considering the ratio of the observed variance to the theoretical variance 
based on the number of counts accumulated in each counting period. The A -
events passed the test (7d = 1.36, ρ = 0.16) but the C-events failed (7d = 4.92, ρ < 
0.000001). 

G 

Figure 5. A 150 s snapshot of the background pulse data stream from a NIST 
low-level GM counting tube, showing times of arrival (TOA, x-axis) and pulse 
amplitudes (E, z-axis). Two anticoincidence pulses (A) occurred during this 

interval, the remainder (excluding G) being coincidence pulses (C). 
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Insight is gained by looking beyond the summary statistics. The presumably 
random, symmetric distribution of the 1600 min aggregated C-background 
counts, shown in Figure lb , is repeated in Figure 6a, together with further 
exploration in two additional dimensions: time (Figure 6b) and barometric 
pressure (not shown). The time series shows immediately that the extra C-
background variance (above Poisson) is not due simply to an added component 
of normal, random error. Rather, a distinctive quasi-periodic pattern is evident, 
well in excess of the Poisson-normal standard uncertainty bars. In fact, the 
source of the non-Poisson, non-random C-background variance represents an 
interesting blend of meteorology and physics, with time as surrogate: increased 
barometric pressure leads to increased attenuation of mesons in the atmosphere. 
This is supported by the data. When the "hidden dimension" (barometric 
pressure) is viewed, one sees a strong negative correlation (- 0.91) between 
muon count rate and pressure; and the pressure coefficient (- 2.5 %/cm Hg) is 
consistent with the mean free path of muons in the atmosphere. Once the data 
are corrected for the pressure effect, / d drops to 2.19. 

b 

tr+i\fl ,·! ι ι ι 
18 19 2 0 8 12 16 2 0 2 4 

Figure 6. NIST background counts, a) frequency histogram of aggregated gross 
background counts (x-axis, bkg rate, cpm). Although the histogram appears 
somewhat symmetric that does not guarantee that the background events are 

normally distributed, b) time series of background counts reveals a non-
random, quasi-periodic structure (x-axis, order; y-axis, bkg rate, cpm). Hidden 

dimension of major consequence: barometric pressure (see text). 

Arrival time distributions for the C- and A - pulses (not shown) from the 
980 min experiment referenced in Figure 5 showed no significant difference 
from a Poisson process (uniform distribution), but inter-arrival times were a 
different matter. The inter-arrival times (DT) for the low-level anticoincidence 
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background (AC-AC) did show a good fit (p = 0.40) to the exponential 
distribution as shown in Figure 7a, but the A C vs. Coincidence (muon) inter-
arrival times (dt) did not. As seen in Figure 7b, there were an excessive number 
of very short intervals falling within the first (1 s) histogram bin. Upon 
expansion of the time scale, it was found that the excess was concentrated almost 
entirely between 150 and 350 μβ. 

Background interarrivai times 
A C - A C AC-Muon 

P=0.40 p=0.0009 

Relative frequencies: 

• muons: 1.00 (reference) 

• net background (AC): 0.015 

• afterpulses: 0.0012 [Artifacts; deadtime effect] 

• giant pulses: 0.000042 

Figure 7. Empirical background inter-arrival time distributions: y-axes, 
frequencies; x-axes, times, a) DT, summarizes anticoincidence (AC-AC) inter-
arrival times between zero and 1000 s with a mean of 100.7 s (for 2 counters). 

The fit is good (p = 0.40). b) dt, summarizes anticoincidence-coincidence 
(AC-muon) inter-arrival times between zero and 30 s with a mean of 2.72 s. 
The fit is not good (p = 0.0009), showing excessive counts in the first 1 s bin. 

The physics of this phenomenon is well known. It relates to a counting 
process artifact whereby a secondary event ("afterpulse"), which occurs within a 
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few hundred microseconds of the primary event, is occasionally generated by a 
complex photo-electric process within the counting tube. For the NIST system 
the afterpulse probability is ca. 0.1 %. Because of their absolute abundance and 
time constant, the spurious pulses are scarcely detectable in the DT distribution. 
They have a good chance of escaping cancellation during the C-pulse time gate, 
however, and appearing in the dt distribution where intervals may be as short as 
the intrinsic deadtime of the G M tube (« 140 μβ). Since the primary coincidence 
pulse rate (~ 20 min"1) exceeds the single counter rate (~ 0.30 min"1) by about a 
factor of 70, the contamination probability is raised to ca. 7 % for the 
anticoincidence background. A further, interlaboratory complication is that the 
afterpulse contamination of the Α-background depends on the electronic 
deadtime of the specific low-level counting system. 

Because of the enormous excess of C-events over Α-events in low-level 
anticoincidence counting, it is essential to provide extremely effective muon 
(anticoincidence) shielding and afterpulse control via special timing and pulse 
shape circuitry. The non-random character of the muon background, together 
with its effect on afterpulse amplification, makes it clear that strict validity of the 
Poisson assumption for counting background requires systems where "meson 
leakage" (57) can be controlled by extremely efficient anticoincidence shielding, 
or better, by largely eliminating the cosmic ray meson background by going deep 
underground (16). 

7. Summary and Conclusions 

The impact of the blank Β (background, baseline), the distribution of which 
ultimately determines nuclear detection capabilities, has been examined briefly 
from three broad perspectives: (1) from the point of view of observed variability 
in laboratory or environmental measurements, (2) for the ideal limiting case, 
where the blank can be treated strictly as a Poisson process, and (3) for the 
actual low-level counting background. The first instance, illustrated with an 
environmental baseline for atmospheric 8 5 K r , indicated that the radioactivity 
monitoring series had significant systematic variations (both short-term and 
long-term) suggestive of specific socio-scientific events, as well as Poisson and 
non-Poisson (sampling, measurement) random error. Successful partition of the 
total "noise" and the systematic structure in such circumstances, is an essential 
goal for making valid detection decisions and realistic estimates of detection and 
quantification capabilities. 

The ideal, and ultimately limiting situation, where the variability of the 
blank derives strictly from Poisson counting statistics, was next considered. 
Following a presentation of the fundamental hypothesis testing expressions for 
the critical level Lc or Sc (decision level), detection limit LD , and quantification 
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limit ZQ, discussion focused on the moderate to large count case (Poisson-normal 
approximation), and the extreme low-level (exact Poisson) case. An exploratory 
extension of the conventional Hest to moderate counts (a few to say, 70) showed 
that inappropriate use of the same observed B-value in numerator and 
denominator of the common approximate (Poisson-normal) detection test ratio 

(S/a0) can be disastrous - yielding decidedly non-normal, non-/ frequency 
distributions, with a propensity for excessive false positives. For extreme low-
level counting, the exact Poisson distribution must be employed. Expressions 
developed in historical research on the topic were presented, together with 
tabular and graphical results for Lc and LD as a function of background counts. 

While the distribution of the counting background is absolutely central to 
meaningful detection tests and estimated detection limits, this background does 
not necessarily constitute a pure Poisson process. Extensive tests of individual 
background pulses in a NIST low-level counting laboratory showed significant 
deviations from such a process - related to non-ideal counter behavior and the 
cosmic ray (muon) background component, which includes systematic 
variations. 
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Chapter 4 

Exponential Decay Law and Nuclear Statistics 

Thomas M . Semkow 

Wadsworth Center, New York State Department of Health 
and State University of New York, P.O. Box 509, Albany, NY 12201 

The exponential decay of radionuclides is a cornerstone of 
applied modeling in nuclear science. This chapter reviews 
different facets of the exponential decay. The theory of 
exponential decay is outlined from probabilistic and quantum-
mechanical points of view. Experimental verifications of the 
exponential decay and possible deviations from it are 
discussed. Relationship between the exponential decay and 
statistics is reviewed and fully derived using stochastic 
Markov process. Complete decay of radionuclides and its 
implications are discussed. 

1. Introduction 

The exponential decay (radioactive decay) law was discovered by 
Rutherford and Soddy in 1902-1903, which culminated in a summary paper (1). 
They observed that the ionization current in a chamber containing radioactive 
substance decreased exponentially with time, from which they concluded that the 
rate of decay, i.e., activity p(t), also decreased exponentially in time, 

P(t) = P(0) e-At, where Λ is a rate coefficient which they named radioactive 
constant (see Fig. 1). Therefore, the number of radioactive atoms N(t), which 
survived the decay in time t is given by 

Ν(t) = ΓχΜ-ψ*-*. (i) 

42 © 2007 American Chemical Society 

D
ow

nl
oa

de
d 

by
 P

E
N

N
SY

L
V

A
N

IA
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 8
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

00
4

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



43 

on Radioactive Change. 581 

projected particle will in geueral produce a certain definite 
number of ions in its path, and the ionization current is 
therefore proportional to the number of such particles projected 
per second. Thus 

where n$ is the number projected in unit of time for the time 
t and n0 the number initially. 

If each changing system "gives rise to one ray, the number 
of systems Bt which remain unchanged at the time t is 
given by 

The number N e initially present is given by putting <=0. 

and * = 

The same law holds if each changing system produces two 
or any definite number of rays. 

Differentiating 

or, the rate of change of the system at any time is always 
proportional to the amount remaining unchanged. 

The law of radioactive change may therefore be expressed 
in the one statement—the proportional amount of radioactive 
matter that changes in unit time is a constant. When the 
total amount does not vary (a condition nearly fulfilled at tin-
equilibrium point where the rate of supply *is equal to the 
rate of change) the proportion of the whole which changes 
in unit time is represented by the constant λ, which possesses 
for each type of active matter a fixed and characteristic value, 
λ may therefore be suitably called the i f c radioactive constant." 
The complexity of the phenomena of radioactivity is due to 
the existence as a general rule of several different types of 
matter changing at the same time into one another, eaen type 
possessing a different radioactive constant. 

Figure 1. Discovery of exponential decay by Rutherford and Soddy 
(Reproduced from reference (1), with the permission of Taylor & Francis, 

www. tandfco. uk). 
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Two fundamental relations follow from Eq. 1 : the exponential decay law, 

tf(O = tf(0)e-*, (2) 

and the rate equation, 
p(N,t) = AN(t). (3) 

Both are fundamentally associated with each other. By differentiating Eq. 2 with 
respect to time, one obtains a 1st order kinetic equation 

dt 
The kinetic equation is a consequence of the exponential decay law, and not vice 
versa, as it is sometimes assumed. 

2. Theory of Exponential Decay 

The theory of exponential decay is described in terms of a probabilistic 
approach, quantum approach, and the deviations from it. 

A . Probabilistic Approach 

Early theoretical treatments of exponential decay used probabilistic 
arguments. In 1905, Schweidler (2) assumed that the probability of an atom 
decaying in time dt is kdt (see Fig. 2), whence its probability of survival is equal 
to 1 - Xdt. Furthermore, the probability of survival in one time interval is 
independent of survival in any other time interval. Therefore, by subdividing 
time t into η intervals dt, the probability S(t) of survival in time t is given by (3) 

S(t) = (1 - At I n)n = exp{Hln(l -At/n)} = exp{-At - ( At)2 I In +...} 

> e"*. (4) 
« —> 00 

In 1913, Bortkiewicz (4) also considered statistical independence of survival 
probability S in any time interval (see also Ref. (5)). Thus, for a time t + 

S(t + tx) = S{t)S{tx). (5) 
By differentiating Eq. 5 with respect to /, and subsequent dividing by Eq. 5, one 
obtains S\t + r,)/S(t + r,) = S'(t)/S(t), from which S'(t)/S(t) is constant in 
time. Also S'(t)<0, since S(t) diminishes in time. Therefore, by equating 
dS(t)/S(t)dt = -λ, and solving with a boundary condition S(0) = 1, one also 
obtains Eq. 4. Equation 4 does not represent just any exponential function, but a 
probability of survival of a single atom in time /, given a constant rate coefficient 
of decay λ . This is the interpretation of the exponential decay law. 
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Several useful probabilistic identities follow from Eq. 4. If the probability 
of survival of a single atom is e~^ , then the average number of atoms which 
survived the decay in time /, N(t), is given by 

JV( f) = ^ (0 )e "^ . (6) 

Uber Schwankungen der radioaktiven Umwandlung 

VOn Ε. V. SCHWEIDLER 

Nach den Vorstellungen, zu denen die Zerfallstheorie der radioaktiven 
Erscheinungen fiihrt, sind die Atome einer aktiven Substanz instabile 
Gebilde, denen eine von ihrer Slruktur abhângige « mittlerc Lebcnë-
dauer» zukommt. 1st *dl die Wahrscheinlichkeit, dass ein Atom inner-
halb der Zeit dt eine Umwandlung erfahrt, so ist die Wahrscheinlich-

keit, dass es eine Zeit / uberdauere, gleich *-λ/ undT = ί seine mittlere 
Lebensdauer. Bei einer sehr grossen Anzahl Ν gleichartiger solcher 
Atome wird daher, entsprechend dem Gesetz der grossen Zahlen, die 
Anzahl der nach der Zeit t noch vorhandenen Atome gegeben sein durch 
η — Νβ-λ'. Es ist selbstverslândlich, dass bei einer geringen Anzabl 
von Atomen der tatsàchliche Verlauf ihrer Verminderung von diesem 
idealen Gesetze abweichen wird, und es soil im Folgenden untersucht 
werden, ob die durch die Wahrscheinlichkeitsrechnung zu ennittelnde 
« Streuung » die Grenzen empirischer Nachweisbarkeit erreichen kann. 

Es seien N Atome einer Substanz mit der Abklingungskonstante \ 
gegeben; nach einer gewissen Zeit S ist fur ein bestimmtes einzelnes 
Atom die Wahrscheinlichkeit noch zu existieren gleich e-tâ, die, in-
zwischen eine Umwandlung erfahren zu haben, gleich ι — e-tâ = «. 
Die Wahrscheinlichkeit, dass von den N Atomen die Anzahl .v cine 
Umwandlung erfahren habe, die Anzahl Ν—χ unverwandclt erhaltcn 
geblieben seî, ist dann 

w,—«(i-.) (£) 
Wie eine einfache Differentiation ergibt, ist 

W.* — Maximum fur.ν — * N, 

also der dem Abklingungsgeselz n = Ne-y entsprechende Wert ist der 
wahrscheinlichste. Es lâsst sich aber auch die Wahrscheinlichkeit bc-
stimnien, dass .v von dem wahrscheinlichsten Werte »N uni eine vor-
gegebene Grosse abweiche. 

Figure 2. First theory of exponential decay by Schweidler (Reproduced from 
reference (2), with the permission ofDunod, www.dunod.com). 
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Note a subtle difference between Eqs. 2 and 6. N(t) is an average number of 
atoms, not necessarily integral, whereas N(0) is the initial, integral number of 
atoms. Other probabilistic identities are: 

e"*0*, (7a) 
1-e-*, (7b) 

( l - e - * ) " ( 0 ) . (7c) 

Equation 7a gives the probability of survival of N(0) atoms in time t (using Eq. 
3). Equation 7b is a probability of decay of a single atom in time t. If λί « 1, one 

obtains 1 - e " ^ « At from Eq. 7b. However, At is not, in general, the 
probability of decay in time only if Ai « 1. Equation 7c is a probability of decay 
of N(0) atoms in time t. 

Ruark has pointed out (6) that, in derivation such as by Schweidler, constant 
rate coefficient A is a necessary condition for the exponential decay. He 
subsequently proved mathematically that the exponential decay implies constant 
rate coefficient. Therefore, constant rate coefficient is the necessary as well as 
sufficient condition for the exponential decay. 

Another statistical derivation of the exponential decay law follows from the 
information theory by adopting a treatment by Hamburger et al (7). Let us 
consider an atom which survived the decay in time interval (0, t) and decayed in 
time interval (i, / + dt). Since such decay is random, there will be a distribution 
of intervals / with the probability density function T(t). We require only two 
constraints on T: constant average lifetime τ (related to a constant λ), as well as 
normalization: 

ÇtT(t)dt = r, (8a) 

j™T(t)dt = l. (8b) 

The statistical entropy Ε of the system is given by 

E = -Çnt)lnT(t)dt. (9) 

In order to derive T(t), we maximize the entropy using Lagrange multipliers μ 
and λ. To achieve this goal, we define a functional F , using Eqs. 8a, 8b, 9, 

F[T] = - Ç {T In Τ + μΤ + ÀtT}dt, 

whose variational derivative is 

ÔF = -j™{lnT + \ + M + Àt}dtST. 

The derivative SF = 0 , i f In Τ +1 + μ + At = 0, from which 
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7,(/) = β " 1 " ^ β ~ Λ / . (10) 

By inserting Eq. 10 into the constraint Equations 8a, 8b, one obtains the 
probability T(t)dt of decay in (t,t + dt): 

T(t)dt = Q'XtÀdt, (11) 

where λ = Ι/τ is the rate coefficient. The probability in Eq. 11 is a product of two 

probabilities: survival in time t, G'^ (i.e., the exponential decay law), and an 
immediate decay in time dt, Xdt. 

B. Quantum Mechanics of Decaying State 

Quantum mechanics treats the decay of any quantum state, including 
radioactive decay. The precursors of the ideas of quantum-state decay are found 
in the 1917 Einstein's paper on radiation (see Kleppner (8)). Einstein proposed 
that an excited atom in empty space will spontaneously decay into a lower state 
with the emission of radiation and with a constant rate coefficient. The quantum 
theory of decaying state was created by Weisskopf and Wigner in 1930 (9,10), 
Krylov and Fock (//), and others as outlined below. A modern outline of the 
decay theory is given in the textbook by Merzbacher (5). 

The time evolution of a quantum state, described by a time-dependent wave 
function Ψ(ή, is given by the time-dependent Schrôdinger equation 

i h ? M = HV(t), (12) 
dt 

where H = H0 + V is the Hamiltonian operator. It can be split into two terms: H0, 
describing unperturbed system, and a perturbation V which generates time 
evolution of Ψ(0 understood as a spontaneous decay of quantum state. Equation 
12 has an operator solution 

Ψ(/) = β " ^ / / Λ Ψ(0). 

The survival amplitude A(t), that the state did not decay in time, is given by 

i<(0 = <Ψ(0)|Ψ(/)> = < Ψ ( 0 ) | β - ^ ί / Λ |Ψ(0)>, (13) 

where angle brackets indicate integration over the spacial coordinates in the 
Dirac notation. 

Evaluating Eq. 13 is complicated (5), and it requires several simplifying 
assumptions, which include: a constant perturbation V, the use of the 2nd-order 
perturbation theory, a transition from the initial discrete, unperturbed state of 
energy E0 to a quasi-continuum of final states with the energy distribution Q(E), 
and a time of observing the system not too short compared to its lifetime τ. The 
derived Q(E) is then given by a Lorentzian (or Cauchy) distribution: 
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β ( £ ) = - ! 1 r . (M) 
2* ( £ - £ 0 ) 2 + ( Γ / 2 ) 2 

where Γ is an energy uncertainty (width) of the state, related to its lifetime by the 
Heisenberg uncertainty principle, Γτ = h • 

The survival amplitude is a Fourier transform of Eq. 14, 

A«)= r Q { E ) ^ D E - ± - i — £ — { 1 

J - « , * v 2«ί •> £ - ( £ 0 - / Γ / 2 ) \ E - ( E 0 + I T I 2 ) \ 

= e-iE0t/h e-rt/2tt^ (15) 
by a Cauchy contour integration. The survival probability of quantum state is a 
square modulus of the survival amplitude, Eq. 15, 

5 (0 = \A{tf = e - n / 2 / i e+iE°'/h e " r ' / 2 A = e " n / f t , (16) 

which is the exponential decay law. The quantum-mechanical result confirms the 
probabilistic arguments of Section 2A. Quantum mechanics does not predict 
which atom will decay or when it decays. 

The transition rate coefficient, Μ > Ξ Λ = Γ / # = 1 / Γ , can be derived under 
similar assumptions (5), and is given by 

where the wave functions ψ are time independent, k is any final state with the 
density pf evaluated at unperturbed energy £ 0 ; w is, therefore, constant in time. 
Equation 17 is called the Fermi Golden Rule No. 2, although Fermi (12) gave 
actually credit to Schiff (75) for its derivation. 

C. Theoretical Deviations from the Exponential Decay 

The quantum-mechanical exponential decay law (Eq. 16) has been derived 
under several assumptions mentioned in Section 2B, and is valid only for 
intermediate values of tlx. For tlx either « 1 or » 1, it is predicted not to be valid 
as demonstrated computationally in a simple barrier penetration problem (14). 
Frequent interrogation of the quantum system at t « τ, to determine i f it is 
decaying, interferes with it and causes the decay to slow down or even stop, S(i) 
~ 1. This is called quantum Zeno paradox (15-19). 

Long-term behavior is related to the integration limit in Eq. 15, where 
unphysical time of -oo was used. Evaluating this integral in the physical time 
interval (0,+oo) leads to the terms which predict a survival probability 

S(t) oc Γη, for tlx » 1, where η depends on the model assumptions (20-23). 
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The estimates of the onsets of deviations from the exponential decay depend 
on a model, and typical values are tlx < 10" 1 4 (17) and tlx > 71 (21) or > 190 
(17). 

3. Experimental Verifications of the Exponential Decay Law 

The verifications will be discussed for nuclear and atomic systems 
separately. It is possible to change radioactive decay constant in the processes 
where atomic environment couples to the nuclear decay. For instance, a half-life 
of 7 Be electron capture decay was increased by 0.83%, by encapsulating 
beryllium atoms inside fullerene (24). The half-life of K-shell internal 
conversion from the 1s t excited state of highly ionized 5 7 Fe depends on the extent 
of ionization (25). The observed neutral atom Tl/2 was 98.1 nsec, the 2-electron 
ion 100 nsec, and the 1-electron ion 79 nsec (with the total nuclear plus electron 
spin F = 1). 

Any deviation of the energy distribution from the Lorentzian shape in Eq. 14 
would result in a nonexponential decay, according to Eq. 15. Such effect has 
been claimed in the x-ray spectrum of 2 3 5 U from the α decay of 2 3 9 P u (26). The 
116.24-keV γ transition from the decay is internally converted, and its energy is 
only 0.63 keV about the binding energy of the Κ electron. This situation sets an 
upper cutoff on the Lorentzian energy distribution of the resulting K a l and χ 
rays. This is visible as small deviations in the fit to the x-ray spectrum 
approximately 0.6 keV above the x-ray energies of 94.65 and 98.43 keV. 
However, it is not clear if this is a real quantum effect or the deficiency of a fit, 
since the effect is very small and the 0.6 keV is still much larger than the natural 
width of the U Κ χ rays equal to 0.1 keV (27). 

Putting the above controversy aside, however, the half-life is fixed for a 
particular nuclear system and no deviations from the exponential decay have 
ever been observed. Norman et al (28) established the validity of the 
exponential decay of 5 6 M n (Tm = 2.579 hr) over the time range from 0.3Γ 1 / 2 to 
45T\/2. This is one of the best satisfied laws in nature. Reference (28) also 
summarized earlier works by other researchers. In the experiment by Norman et 
al, radioactivity was generated in several samples separately and measured after 
different delay times to match the response of the detection system. The 
exponential curves were fitted separately, and then matched. Any long-term 
correlations which could possibly be present in a single sample, and could have 
possibly led to a nonexponential decay, were lost. Any extension of the 
exponential decay beyond 457Ί/2 is difficult, as it would require an enormous 
amount of radioactivity to begin with. For instance, in order to have 1 pCi at 
t = 100Γ 1 / 2 , one would have to start with 2 1 0 0 ·10~ 1 2 ~ 10 1 8 C i of radioactivity. 
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Concerning the short-time scales, the validity of the exponential decay in 
4 0 K (Tm = 1.28109 yr) has been established down to ~ 10"1 0 Tm with 11% 
uncertainty (29). The validity of the exponential decay of the τ lepton was 
established down to ~ 10~13 sec, with upper limit of any deviations of 8.5% (30). 
Such extensive verifications of exponential decay in nuclear systems were 
possible, because they satisfy quantum conditions for spontaneous decay very 
well, and it is difficult to disturb them. As an example, the much sought after x-
ray induced acceleration of the decay of 1 7 8 m H f (Tm = 31 yr) was unsuccessful 
(31). 

It is not so for the atomic systems, where more experimental opportunities 
exist to disturb exponential decay. Observation of quantum Zeno effect has been 
claimed in an rf transition between hyperfine levels in 9 Be + , confined in a 
Penning trap (32), although the interpretation of this results was questioned (19). 
Nonexponential decay was observed of an autoionizing shock wave packet in Ca 
(33) . Experimental evidence exists for the nonexponential decay in quantum 
tunneling of Na atoms trapped in a potential created by a standing wave of light 
(34) . A decay scaling as lit, rather than exponentially, was observed for cluster 
anions in an electrostatic storage ring (35). 

4. Stochastic Markov Approach 

Equation 6 gives an average number of atoms that survived decay in time t. 
Upon repeating such experiment, always starting with Ν = N(0) atoms, a 
different number of survived atoms would be found in each trial due to statistical 
fluctuations. At any time during the decay, we must have Ν = x + y, where x, y 
are the numbers of decayed and survived atoms, respectively. We are seeking the 
dispersions of χ and y. This subject has been considered by Schweidler (2), 
Ruark and Devol (36), and Jorgensen (37). None of these authors presented full 
derivations, which will be given here using modern formalism of stochastic 
processes such as described in Ref. (38). We begin with deriving the dispersion 
ofy. 

Radioactive decay is a completely random process: we do not know which 
atom or when will it decay. The decay process is discrete in a space of the 
number of atoms and continuous in time. It can be modeled with a stochastic 
Markov process, where the outcome depends only on the immediately preceding 
step and has no memory of anything happening earlier than that. It is therefore of 
the order o(dt). Such process is also called "pure death," since the number of 
surviving atoms y decreases in time. Markov process is also linear, i.e., it 
depends linearly on the rate p(y) = p(y, t) (compare Eq. 3). 

We consider a Markov step in time interval between (t, t + dt), as depicted 
in Fig. 3. To have y atoms survived at time t + dt, we must have two possibilities: 
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y + 1 atoms present at time t and 1 decayed, or y atoms present at time t and 0 
decayed. The probability distribution function P(y, t + dt) of finding y atoms at 
time / + dt is thus the sum of these two independent outcomes, 

P(y, t + dt) = P(y + 1,0 p(y + \)dt + P(y, t) [l - p(y)dt\9 ( 18) 

where p(y+l)dt is a probability of 1 atom decay out of y + 1, and 1 - p(y)dt is a 
probability of 0 decay out of y. Equation 18 is essentially a conservation of 
probability and is called a Kolmogorov-Chapman equation. 

y + i \ 1 decayed 

y | 0 decayed • 
t dt t + dt time 

Figure 3. Definition of Markov step, discrete in number of surviving atoms y and 
continuous in time t 

The left-hand side of Eq. 18 is expanded in a Taylor series, 

P(y, t + dt) = P(y, t) + dt + ... (19) 
dt 

Since the Markov process is o(dt), we take only the 1s t derivative and neglect 
higher order terms. Taking the second derivative, for example, would make the 
process of the order o(dt)2, and would require considering of what happened 
before time t in Fig. 3. The process would, therefore, have a memory and would 
violate the assumptions of the Markov process. By plugging Eq. 19, as well as 
the definitions of p(y) = λ y and p(y + 1) = λ (y + 1) (Eq. 3) to Eq. 18, and 
rearranging the terms, we obtain a set of the stochastic differential equations: 

^ i ^ l = (y + l)P(y + \,t)-yP(y,t), y = N,...,0 (20) 
Aat 

The set of Eqs. 20 is solved by the generating function method. The 
generating function G s G(z,t) is defined as 

Ν 
G ( z , 0 = J V / t M ) -

^ = o 

We multiply Eqs. 20 by ζ y and sum over allowed y, which results in 

^ = Σ ( γ + 1)ζ*Ρ(γ + \)-Σγζ*Ρ(γ). (21) 
y y 
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By changing variable;/ —• y - 1 in the 1s t sum on the right-hand side of Eq. 21, 

one obtains ^yzy'lP(y) = dG/dz. The second sum on the right is equal to 

zôG/dz. Finally, Eq. 21 is transformed to 

^ + ( z _ 1 ) ^ = 0 . (22) 
Àdt dz 

As a result, we converted the set of Eqs. 20 to one Eq. 22 for the generating 
function. 

Equation 22 is called a linear Lagrange differential equation and can be 
solved by a method by Forsyth (39). By dividing both sides of Eq. 22 by dG, one 
obtains 

J _ + £ z I = J L (23) 
Àdt dz dG 

By equating any two of the three terms from Eq. 23, one can obtain two 
independent auxiliary equations which, when solved, will provide two 
integration constants: c\ and c2. The general solution is then cx = Φ(ο2), where 
function Φ is to be determined from the boundary conditions. By equating the 2 n d 

and the 3 r d terms, one obtains dG/dz = 0 , from which G = cx. By equating the 
1s t and the 2 n d terms, one obtains a linear equation dz/(z -1 ) = Àdt, which 

yields upon integration = (ζ -1) . The general solution of Eq. 22 is then 

G ( z , 0 = O [ ( z - l ) e - * ] . 

The boundary conditions for the generating function are: G(l , /) = 1, 

G(z,oo) = 1, G(z,0) = zN . From the 1st and the 2 n d boundary conditions, the 

solution must be proportional to 1 + (ζ -1) e"^ . The 3 r d boundary condition 
fixes the solution at 

G ( z , 0 = [l + ( z - l ) e ^ ' f . (24) 

Using the property of the generating function (40), the average number of 
surviving atoms y is given by 

d z >z = \ 
which confirms the radioactive decay law from Eq. 6. Equation 24 is a 
generating function of the binomial distribution (40). Therefore, 

describes the fluctuations of>\ Equation 7a is equal to P(N, t) from Eq. 25. The 
fluctuations of the number of decayed atom x can be solved similarly, or 
obtained from Eq. 25 by substituting^ = Ν - x,lo arrive at 
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PM^f-*-*)*!?-*)"-'. (26) 

This is the binomial distribution postulated by Schweidler in 1905 (2) as 
depicted in Fig. 2. Equation 7c is equal to P(N, t) from Eq. 26. 

The generating function of P(x, t) from Eq. 26 is 

G ( z , 0 = [l + ( z - l ) ( l - e ^ ) f . (27) 

If N» 1 and the decay is slow, Xt « 1, one obtains from Eq. 27 (compare Eq. 4) 

G(z,t) = [l + (z - \)NAt/N]N > e

( z - 1 } ^ . (28) 

However, Eq. 28 is a generating function of the Poisson distribution (40) with a 
parameter μ = NXt, 

/>(*,,,) = . (29) 
x\ 

The Poisson distribution, Eq. 29, has also been derived from the stochastic 
processes by Bateman in 1910 (4J), which was historically the second derivation 
(40) (see also Ref. (42)). 

5. Complete Decay of Radionuclides 

This subject has been described by Jackson (43), Meek (44), and O'Brien 
(45). Owing to the probabilistic character of the radioactive decay law, one 
cannot ascertain that the radionuclide has decayed completely in a given time 
One can only calculate probability ρ of that happening, given by Eq. 7c. 
Conversely, one can calculate time for a complete decay with a given probability 
p. By rearranging Eq. 7c and abbreviating ν = /v(0), w e obtain 

' 4 " Γ 7 » · ( 3 0 ) 

Since we are interested in a long-time decay, Xt » 1, with high probability, ρ ~ 1, 
Eq. 30 can be approximated with 

t = l l n N + llnT^- <31> 

The first term on the right-hand side of Eq. 31 is the time to decay from Ν atoms 
to 1. The second term is the time for the last atom to decay with a probability p. 
Eq. 31 can be rearranged to 

, / r = ln_j£L (32) 
\-p 

where τ1η2 = Tx 1/2· 

D
ow

nl
oa

de
d 

by
 P

E
N

N
SY

L
V

A
N

IA
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 8
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

00
4

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



54 

As an example, one can calculate from Eq. 32 the time for a complete decay 
of 1 C i of 2 4 N a (Txl2 = 15 hr) and 9 0 Sr (Tl/2 = 28 yr) with probability 0.99. We 
obtain / = 58Γ 1 / 2 for sodium and t = 12Τυ2 for strontium. The reason for that is 
that is that strontium contains many more atoms than sodium, for the same initial 
radioactivity, according to Eq. 3. This has obvious implications to the 
radioactive waste disposal. It is favorable to wait for decay of a short-lived 
radionuclide and then dispose it as a non-radioactive waste. Long-lived 
radionuclides must be stored as radioactive waste. 
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Chapter 5 

Modeling Radionuclide Transport 
in the Environment and Assessing Risks 

to Humans, Flora, and Fauna: The RESRAD Family 
of Codes 

Charley Yu 

Environmental Science Division, Argonne National Laboratory, 
9700 South Cass Avenue, Argonne, IL 60439 

Potential risks to humans and the environment (flora and 
fauna) are a primary consideration in federal agencies' efforts 
to formulate key environmental decisions and policies. 
Specific questions such as "How clean is clean?" cannot be 
answered without a scientific basis. Studying the possible 
impacts resulting from exposure to radioactive and chemical 
contaminants often requires the modeling of contaminant 
transport in the environment. The R E S R A D family of codes 
was developed to assess human health and environmental risk 
at sites contaminated with radioactive materials and hazardous 
chemicals. A l l RESRAD codes have user-friendly interfaces 
and provide on-line help. They can be used for various 
applications, ranging from cleanup of contaminated sites, to 
assessments of waste disposal facility performance, to dose 
assessments for animals and plants. 

58 © 2007 American Chemical Society 
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Introduction 

The RESRAD family of computer codes was developed by Argonne 
National Laboratory to provide a scientifically defensible answer to the question 
"How clean is clean?" and to provide useful tools for evaluating human health 
risks and nonhuman biota (flora and fauna) doses at sites contaminated with 
radioactive materials and hazardous chemicals (1,2). These codes model the 
transport of radionuclides and hazardous chemicals in the environment and 
calculate the intake by human and biota. Then the doses and risks from both 
internal and external exposure are estimated. 

The transport of radionuclides in the environment is a complex process. The 
method used to model this transport in the RESRAD codes is pathway analysis. 
Although pathway analysis requires the use of many models and equations, the 
detailed equations are not presented here because of page limitations. The 
mathematical models and equations can be found in the references cited. 

RESRAD Family of Codes 

The R E S R A D code was initially developed in the early 1980s. As a result of 
the different conditions, needs, and sponsor requirements, a suite of codes was 
developed over the past 20 years. This suite of risk assessment codes is referred 
to as the R E S R A D family of codes. 

The R E S R A D family of codes includes (1) R E S R A D (onsite) for assessing 
soil contaminated with radionuclides; (2) RESRAD-BUILD for assessing 
buildings contaminated with radionuclides; (3) R E S R A D - C H E M for assessing 
soil contaminated with hazardous chemicals; (4) RESRAD-BASELINE for 
making baseline risk assessments with measured concentrations of both 
radionuclides and chemicals; (5) RESRAD-ECORISK for assessing ecological 
risks from exposure to hazardous chemicals; (6) RESRAD-BIOTA for assessing 
doses to nonhuman biota from exposure to radionuclides; (7) R E S R A D -
R E C Y C L E for assessing the recycling and reuse of radiologically contaminated 
metals and equipment; and (8) RESRAD-OFFSITE for assessing radiological 
doses to off-site human receptors. Four of the codes — RESRAD (onsite) and 
RE SRAD-BUILD, - R E C Y C L E , and -OFFSITE — also have probabilistic 
analysis capabilities that allow the user to input distributions of parameters. Five 
— R E S R A D (onsite) and RESRAD-BUILD, - R E C Y C L E , -OFFSITE, and -
BIOTA — are being regularly maintained and updated. The other 
three — R E S R A D - C H E M , -BASELINE, and -ECORISK — are beta versions 
for test and evaluation and receive less maintenance. 

Pathway Analysis 

The R E S R A D family of codes uses the pathway analysis method to model 
contaminant transport in the environment. The method used in the R E S R A D 
(onsite) code is presented as an example. The methods used in other codes are 
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similar, and special models have been developed for each code under various 
conditions. For example, the RESRAD-OFFSITE code has a three-dimensional 
(3-D) groundwater dispersion model and an atmospheric Gaussian plume model; 
R E S R A D - B U I L D has an indoor air quality model (3); R E S R A D - R E C Y C L E has 
a mass and radionuclide partition model (4)\ and RESRAD-BIOTA considers 
water and soil submersion doses (5). 

In general, there are three major pathways by which radionuclides or 
radiation can enter the body. In the first pathway, exposure is by external 
radiation from radionuclides outside the body. In the second and third pathways, 
exposure is by internal radiation from radionuclides that are inhaled or ingested. 
For each exposure pathway, radionuclides can migrate from a source to a 
receptor (human, animal, or plant) exposure location by many environmental 
pathways. The major categories of environmental pathways are illustrated in 
Figure 1. The radionuclide contamination in soil (the first column in Figure 1 — 
the source term) is transported through the environmental pathways and 
contributes to external, inhalation, and ingestion doses and risks to a receptor 
(the last column in Figure 1). The calculation from source to dose is referred as a 
forward calculation. RESRAD can also do a backward calculation that allows the 
user to input a dose limit or dose constraint, and the code can then back-calculate 
a corresponding soil concentration known as a cleanup criterion or soil guideline 
or derived concentration guideline level (DCGL). Each pathway is discussed in 
the following sections. 

External Radiation Pathways 

Gamma and beta radiations from radionuclides distributed throughout the 
contaminated soil are the dominant external radiation pathways that are taken 
into account in calculating soil guidelines. The dose due to external radiation is 
first calculated for an individual exposed continuously to radiation from an 
infinite contaminated zone at a distance of 1 m from the ground surface. 
Correction factors are then applied for the finite area and thickness of the 
contaminated zone, shielding by a cover of uncontaminated soil, irregular shape, 
shielding by the floors and walls of a house, and less-than-continuous occupancy 
(2,3). 

Inhalation Pathways 

Inhalation exposure results from inhalation of contaminated dust and radon 
decay products. An inhalation pathway consists of two segments: (1) an airborne 
exposure segment linking the source (contaminated zone) with the airborne 
radionuclides at an exposure location and (2) an inhalation segment linking the 
airborne radionuclides with the exposed individual. The inhalation segment is 
characterized by an occupancy factor (i.e., an equivalent fraction of time during 
which an individual inhales contaminated air) and a factor for the inhalation 
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rate. Numerical values for these factors can be obtained by using well-
established procedures (6,7). The airborne exposure pathway segment is the 
critical segment. In the R E S R A D (onsite) code, a simple mass loading model is 
used. It is characterized by the air/soil concentration ratio, which is defined as 
the ratio of the airborne concentration of a radionuclide at a human exposure 
location to the concentration in the soil. The air/soil concentration ratio for 
contaminated dust depends on the complex processes by which soil particles 
become airborne by resuspension and are transported to an exposure location. 
This ratio is also used in the food chain pathways (for the foliar deposition 
subpathways). In the RESRAD-OFFSITE code, a Gaussian plume model is used 
for estimating the air concentration at off-site locations. For the radon pathway, 
the air/soil concentration ratio is calculated by solving radon diffusion equations 
for the soil and for the atmosphere. 

Ingestion Pathways 

The ingestion pathways include ingestion of food, water, and soil. The soil 
ingestion pathway corresponds to direct ingestion of soil. This pathway is 
especially significant for a child afflicted with pica (a compulsive craving for 
nonfood objects). The dose due to ingestion of soil depends on the amount of 
soil ingested and the concentration of soil. For water ingestion, R E S R A D and 
RESRAD-OFFSITE have specific models to analyze the transport of 
contaminants in the groundwater system (2,8). The radionuclide transport 
models take into account advection, dispersion, radioactive decay and progeny 
ingrowth, and soil adsorption/desorption. The models have been benchmarked 
(9-11) and verified/validated by using real world data (8). Both well water and 
surface water can be used for drinking. The fraction of well water blended with 
or supplemented by surface water is used to calculate the total contribution from 
groundwater and surface water. 

For food ingestion, four food categories are considered: plant foods, meat, 
milk, and aquatic foods. The plant food pathway category is further divided into 
four subcategories corresponding to (1) root uptake from crops grown in the 
contaminated soil, (2) foliar uptake from contaminated dust deposited on the 
foliage, (3) root uptake from contaminated irrigation water, and (4) foliar uptake 
from contaminated irrigation water. The plant food pathway subcategories are 
applicable to livestock fodder; hence, they are applicable to the pathways 
through which meat and milk become contaminated by ingestion of 
contaminated fodder. A fifth subcategory for the meat and milk pathways 
corresponds to ingestion of contaminated water (either groundwater or surface 
water) by livestock. A sixth subcategory corresponds to ingestion of 
contaminated soil by livestock. The aquatic food pathway is for ingestion of fish, 
Crustacea, and mollusks from a nearby pond that has been contaminated. 

The food pathways may be classified as water-independent or water-
dependent. The direct root uptake and foliar dust deposition pathways for plant 
foods, meat, and milk are water-independent, as is the soil intake by livestock 
(here water refers to the water that has been contaminated by radionuclides that 
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have been leached from the contaminated zone). Water-dependent pathways are 
the irrigation water pathway for plant foods, meat, and milk; the livestock water 
pathway for meat and milk; and the aquatic food pathway. In regions where 
natural rainfall is the only source of water used in raising crops, the only water-
dependent pathways are the livestock water branch of the meat and milk 
pathways and the aquatic food pathway. The contribution from water-dependent 
pathways will be delayed until the radionuclides transported by groundwater 
reach a point of water withdrawal (i.e., well or pond). The time dependence of 
these pathways is determined by the time dependence of the radionuclide 
concentrations in the contaminated water, as determined by the hydrological 
model used for the groundwater pathway segment. A fraction of a radionuclide 
will have been leached from the root zone before the radionuclide first reaches a 
point of water withdrawal in concentrations above background (the breakthrough 
time); hence, the contributions to the dose from the water-independent and 
water-dependent pathways will occur at different times. After the breakthrough 
time, the contaminated irrigation water will create a new contaminated zone as it 
percolates down through the soil. The contribution of this secondary 
contaminated zone to pathways other than the food pathway is not taken into 
account in the current version of the RESRAD (onsite) code because it is 
assumed to be small when compared with the contributions of the food pathway. 
This secondary pathway is considered, however, in the RESRAD-OFFSITE 
model. 

Radionuclide transport through the food pathways is determined by the 
quantities of different foods consumed (dietary factors), the fraction of the diet 
that is from foods that are contaminated by radionuclides from the contaminated 
zone (which is determined by the fraction raised locally and the area of the 
contaminated zone), the cover depth and contaminated zone thickness relative to 
the root zone of the plants, the various transfer factors from root or foliage to 
plants and from fodder or water to meat or milk, and the concentrations of 
radionuclides in water that have percolated through the contaminated zone. The 
transfer factors for plants, meat, and milk and the soil-water distribution 
coefficients are radionuclide dependent, and the dose estimates are usually very 
sensitive to them. These transfer factors and distribution coefficients are 
available in many reports (12-14). However, i f site-specific values are available 
(e.g., for a specific soil and plant type), it is strongly recommended that site-
specific data be used in dose calculations. 

Dose Assessment for Humans 

The distribution of dose within the body depends on the type of radiation 
and radionuclides involved and the location of the radionuclides emitting the 
radiation (i.e., whether they are within or external to the body). The International 
Commission on Radiological Protection (ICRP) has provided a useful quantity 
that, on a risk scale, can be applied to any radiation type (15-17). This quantity, 
either the effective dose (ED) based on ICRP Publication 60 or the effective 
dose equivalent (EDE) based on ICRP Publication 30, is the weighted sum of the 
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dose equivalent in various organs. The major difference between the ED and 
E D E is the organ weighting factors used. In the United States, the "official" dose 
factors used are those published in Federal Guidance Report Number 11 (FGR-
11) and Number 12 (FGR-12) (18,19). FGR-11 and FGR-12 use dose 
conversion factors (DCFs) based on ICRP Publication 30. A newer FGR — 
FGR-13 — contains cancer risk coefficients for exposure to radionuclides (20). 
FGR-13's companion compact disk (CD) also lists the DCFs based on ICRP 
Publication 60. These ICRP-60-based DCFs are being incorporated in the 
R E S R A D family of codes. For example, the age-specific DCFs published in 
ICRP Publication 72 (21) have already been added to the RESRAD-OFFSITE 
database. The weighting factors for the organs are proportional to the potential 
risk associated with the irradiation of those organs. Internal radiation doses to 
organs and tissues of the body are frequently estimated by using factors that 
represent the 50-year committed dose equivalent for a unit intake of a 
radionuclide via inhalation or ingestion. In the case of external radiation, the 
dose rate in organs depends on the concentration of the radionuclide in the 
environment. For internal exposure, a DCF is the ratio of the committed effective 
dose equivalent (CEDE) to the activity of a radionuclide that is inhaled or 
ingested. For external exposure, a DCF is the ratio of the effective dose 
equivalent (EDE) rate to the concentration of a radionuclide in the air, water, or 
ground. 

Dose from Ingestion and Inhalation 

The radiation dose from inhalation and ingestion of radionuclides has been 
systematically evaluated in ICRP Publication 30 and publications after that. 
Dose equivalents in organs or tissues of the body are calculated with models that 
describe the entrance of materials into the body (respiratory and gastrointestinal 
[GI] tract) and the deposition and subsequent retention of the radionuclides in 
body organs (referred to as metabolic and biokinetic models) and models that 
estimate the energy deposition in tissues of the body. In applying the results of 
these calculations, some insight into the details of the models used for the lung 
and GI tract is required, because these models serve as the interface between 
humans and the environment. 

In calculating the dose from intake of radionuclides into the body, the 
occurrence of radioactive decay products must be considered. When an atom 
undergoes radioactive decay, the new atom formed may also be radioactive and 
thus contribute to the dose. Although these decay products may be treated as 
independent radionuclides in external exposures, they must be considered in 
conjunction with the parent in the evaluation of radionuclides inhaled or 
ingested, because their distribution among the organs of the body depends on the 
metabolism of the parent. Thus, the contributions to dose from decay products 
formed within the body are included in the DCF for any radionuclide with 
radioactive decay products. 

Factors representing the C E D E per unit intake of radionuclides are given in 
FGR-11 (18). In many instances, several chemical forms have been considered; 
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that is, more than one clearance class (inhalation) or f l (ingestion) value is given 
for the radionuclide. DCFs identified with "+D" in the RESRAD family of codes 
are the sum of DCFs for a principal radionuclide (i.e., one with a half-life greater 
than a selected cutoff time like 6 months) and its associated decay chain (i.e., all 
its short-lived decay products down to, but not including, the next principal 
radionuclide or the final nonradioactive nuclide in the chain). These aggregated 
DCFs correspond to ingestion or inhalation of the principal radionuclide together 
with its associated decay product radionuclides, which are assumed to be in 
secular equilibrium at the time of intake. In the latest versions of the RESRAD 
code (Version 6.3) and RESRAD-BUILD code (Version 3.3) released in 
September 2005, users can select (input) any cut-off half-life, and the code will 
automatically generate the associated decay chain and add the appropriate (+D) 
radionuclide DCFs to the parent radionuclide. 

Dose from External Exposure 

Organs of the body may be irradiated by radiation emitted from 
radionuclides present in the environment. Both gamma and beta radiation are 
taken into account in calculating soil guidelines. Gamma radiation is of 
particular concern because it is sufficiently penetrating that the dose at a given 
location depends on the spatial distribution of the source over considerable 
distances. In addition, the dose distribution pattern within the body is rather 
uniform. The actual distribution of dose in the body depends somewhat on the 
distribution pattern of the radionuclide in the environment. An idealized 
distribution pattern that is often assumed is a uniform distribution of the 
radionuclide within an infinite or semi-infinite region. By considering such 
idealized distributions, DCFs relating the EDE rate to the radionuclide 
concentration can be tabulated. For other situations, the details of radionuclide 
distribution must be included in the numerical calculation of dose. Eckerman and 
Ryman (19) published the dose-rate factors for soil volume contamination and 
surface contamination in FGR-12. The model used in the RESRAD family of 
codes for external dose calculation extended the FGR-12 external dose-rate 
factors to any shape and thickness of contamination, with or without a cover, and 
to contaminated materials other than soil (2). 

Dose Assessment for Flora and Fauna 

Stakeholders and regulators are increasingly interested in having it 
demonstrated that the environment is protected from the potential effects of 
ionizing radiation. For the past three decades, most such efforts have been 
indirectly based on established radiological dose limits that are considered 
protective of human health. The use of human radiation protection to infer 
ecological protection has been based on the assumption made by ICRP that " i f 
man is adequately protected then other living things are also likely to be 
sufficiently protected" (75). This assumption is now being revisited, and its 
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scientific basis is being questioned. A recent ICRP publication states that "ICRP 
therefore needs to revise its current system of protection, and particularly, 
develop a comprehensive approach to the study of the effects on, and protection 
of, all living matter with respect to the effects of ionising radiation" (22). Dose 
rate guidelines and approaches for evaluating doses to biota are under 
development by, or becoming available from, several countries and international 
organizations (23). Unlike the case for human dose calculations, however, there 
are no standard dose conversion factors available yet. The dose to flora and 
fauna must be calculated from the first principle (i.e., by calculating the energy 
absorbed by using a Monte Carlo radiation transport code, such as the M C N P 
code). To distinguish the dose factors for biota from the DCFs used for humans, 
the dose factors for biota are called dose conversion coefficients (DCCs). 

The first step in biota dose calculation is to estimate the radionuclide 
concentration in the tissue of biota (animals or plants). In the RESRAD-BIOTA 
code, users can choose one of two methods to estimate biota concentrations. The 
first method is to use a simple lumped parameter to relate the radionuclide 
concentration in the media external to the organism to its internal tissues. The 
second is to use empirical allometric equations based on the body weight of the 
organism (23). Once the tissue concentration is estimated, the internal dose can 
be calculated by using the DCCs, which are discussed in the following section. 

Internal Biota Dose Calculation 

For internal dose calculation, it is assumed that the organism is uniformly 
contaminated and that its geometry is defined as ellipsoid. Table I shows the 
organism geometries and masses assumed in the RESRAD-BIOTA code. ICRP 
is proposing a set of reference animals and plants in its draft publication for 
comment. The animals and plants are similar to the ones used in R E S R A D -
BIOTA but the number of geometries is greater (more than 12). It is expected 
that the geometries will eventually be standardized so that the doses to flora and 
fauna can be compared on the same geometric basis. The electron and gamma 
energy absorbed by the organism geometry is then calculated by using the 
M C N P code. It is assumed that for alpha particles emitted from radionuclides in 
the organism, all the energy is absorbed. Currently, IAEA's Environmental 
Modeling for Radiation Safety (EMRAS) Program has a Biota Dosimetry 
Working Group that is comparing the biota doses calculated by different 
modelers from different countries. The RESRAD-BIOTA code is one of the 
models being compared in this exercise. Additional information on the E M R A S 
Biota Dosimetry Working Group can be found at its Web site, http://www-
ns.iaea.org/projects/emras/emras-biota-wg.htm. 

External Biota Dose Calculation 

For external dose calculation, the medium is assumed to be uniformly 
contaminated. The energy absorbed in the organism for electrons and photons 
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Table I. Organism Geometries Used in RESRAD-BIOTA 
Model Mass Specific Geometric Specific 

Geometry 
No. 

Category 
(kg) 

Example Receptors Dimensions 
(cm) 

Mass 
(*8> 

1 1E-5 Fish egg,* plant seed, 
plant shoot (meristem) 

0.2 χ 0.2 χ 0.2 4.2E-6 

2 1E-3 Fish (young-of-year), 
mollusk,* tadpole 

2.5 χ 1.2x0.62 1E-3 

3 1E-2 Frog, shrew, vole, 
white-footed mouse* 

1 0 χ 2 χ 2 2.1E-2 

4 1 Black bass, large fish* 45 χ 8.7 χ 4.9 1 

5 1E1 Beaver, carp, coyote, 
raccoon* 

50 χ 26 χ 13 8.8 

6 1E2 Mule deer, white-tailed 
deer* 

100 χ 42 χ 33 72.6 

7 5E2 Elk* 270 χ 66 χ 48 447.9 
8 1E3 Grizzly bear* 220 χ 100 χ 100 1150 

NOTE: Asterisks indicate default organism. 

emitted from the contaminated media is calculated by using the M C N P code 
foreach radionuclide. It is assumed that the energy absorbed from external alpha 
particles is negligible. For beta and gamma radiation, the total energy absorbed 
is converted to a dose rate in units of rad/h or Gy/h. Figure 2 shows the DCCs 
calculated for ducks. 

The DCCs for eight geometries for about 30 radionuclides have been calculated 
and incorporated in the RESRAD-BIOTA code. RESRAD-BIOTA is based on the 
U.S. Department of Energy's (DOE's) graded approach to biota dose evaluation and 
on associated biota concentration guides (BCGs). It includes advanced features and 
additional analysis capabilities that range from conservatively derived screening 
methods to realistic organism-specific dose and risk assessments. 

Discussion and Conclusions 

The RESRAD family of codes has been used by health physicists and 
radiological engineers as a tool for radiological risk assessment. R E S R A D has 
been widely used in the United States and abroad and has been approved by 
many federal and state agencies including DOE and the U.S. Nuclear Regulatory 
Commission. The U.S. Environmental Protection Agency has used the R E S R A D 
family of codes in many generic studies, including the proposed rule-making on 
the cleanup of radiologically contaminated sites and the assessment of 
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municipal sewage sludge and ash. The U.S. Army Corps of Engineers and DOD 
have used RESRAD codes at many FUSRAP (formerly utilized sites remedial 
action program) sites and other sites. Many new features have recently been 
added to the RESRAD family of codes. These new features include the 
incorporation of the ICRP-38 radionuclide database of more than 830 
radionuclides, an enhanced probabilistic analysis feature (in R E S R A D and 
RESRAD-BUILD) , and a significantly improved user interface (in R E S R A D -
OFFSITE and RESRAD-BIOTA). Most of the RESRAD codes are regularly 
updated, and many supporting documents have been prepared to facilitate their 
applications. A l l RESRAD codes and supporting documents can be downloaded 
free of charge from the R E S R A D Web site at http://www.evs.anl.gov/resrad. 
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Chapter 6 

Modeling of the Cerro Grande Fire at Los Alamos: 
An Independent Analysis of Exposure, Health Risk, 

and Communication with the Public 

Helen A. Grogan 1, Jill W. Aanenson2, Patricia D. McGavran 3 , 
Kathleen R. Meyer 4, H . Justin Mohler 5, S. Shawn Mohler 6, 

James R. Rocco 7, Arthur S. Rood 8, John E . T i l l 9 , 
and Lesley H . Wilson 7 

1Cascade Scientific, Inc., 1678 NW Albany Avenue, Bend, OR 97701 
2Scientific Consulting, Inc., 1103 East 4th Street, Freeman, SD 57029 

3Environmental Risk Assessment, Inc., 795 River Heights Drive, 
Meridian, ID 83642 

4Keystone Scientific, Inc., 5009 Alder Court, Fort Collins, CO 80525 
5Bridger Scientific, Inc., 125 Jackpot Lane, Belgrade, MT 59714 

6Independent Consultant, 340 Meyers Street, Oak Creek, CO 80467 
7Sage Risk Solutions, L L C , 3267 Bee Caves Road, Suite 107, 

Austin, TX 78746 
8K-spar, Inc., 4835 West Foxtrail Lane, Idaho Falls, ID 83402 

9Risk Assessment Corporation, 417 Till Road, Neeses, SC 29107 

In May 2000, the Cerro Grande Fire burned across the lands of 
Los Alamos National Laboratory, a nuclear research facility. 
This chapter summarizes a study to evaluate the impacts in 
terms of increased public health risks from radioactive 
materials and chemicals that were potentially released into the 
atmosphere and surface water, and recommendations for 
improving communication of risks to the public. 
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Introduction 

The Cerro Grande Fire burned about 45,000 acres (~ 180 km 2) in northern 
New Mexico in May 2000. It began as a controlled burn on May 4, 2000 that 
soon became out of control and spread east-northeast over the next 16 days, 
consuming parts of Bandelier National Monument, the Santa Fe National Forest, 
the Los Alamos National Laboratory (LANL) , the Santa Clara Pueblo, and 
residential land and structures within the County of Los Alamos (Fig. 1). The fire 
burned approximately 7,500 acres (~ 30 km 2) within the L A N L boundary, 
causing significant damage to structures and property. During the fire, high 
winds carried huge smoke clouds in a north-northeasterly direction over Los 
Alamos, Espaflola, and the many small communities north to Taos. The smoke 
clouds could be seen from southern Colorado and western Oklahoma. Ash 
deposits blanketed cars and the ground surface in these areas. 

When the Cerro Grande Fire no longer threatened to consume nuclear 
facilities at L A N L , public attention quickly turned to the health risks associated 
with the burning of contaminated sites at L A N L . Two main sources of risk were 
identified: the release of hazardous materials into the atmosphere when the fire 
was burning and smoldering; and the increased potential for transport of 
hazardous materials into surface water from the hillsides denuded by the fire. As 
the fire burned, the Department of Energy (DOE) and L A N L reassured the 
public with statements about the lack of risk. However, these statements did not 
allay public fear. DOE and L A N L were faced with the dilemma of making a 
credible assessment of these risks from the fire. The solution presented itself 
through the State of New Mexico Environment Department (NMED), which 
contracted Risk Assessment Corporation (RAC), a team of scientists independent 
of L A N L , to evaluate the risks to the public from the Cerro Grande Fire, and to 
recommend steps that could be taken to improve communication of risks to the 
public in future emergencies. The study did not address the health risks 
associated with the burning of buildings and home sites in Los Alamos, or the 
future impact of the fire on groundwater. This chapter summarizes the results of 
the study, which were documented in a series of reports (1,2,3). 

Study Focus and Approach 

The primary focus for the study was the analysis of radionuclides and 
chemicals derived from L A N L operations that may have been released from the 
Cerro Grande Fire burning on L A N L property. For releases into the atmosphere, 
the study area covered 815,000 acres (3300 km 2) (see Fig. 1) and included the 
cities of Santa Fe and Espaflola. For releases into surface water, the study area 
was smaller, covering approximately 182,000 acres (738 km2), and extended to 
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the west of L A N L to include the watersheds for the canyons that cross the 
L A N L facility. 

Environmental data were collected by four organizations ( L A N L , N M E D , 
U.S. Environmental Protection Agency (EPA), and DOE) during and after the 
fire, and were made available to the RAC team for analysis. 

Figure 1. Study areas for analysis of releases to air and surface water from 
the Cerro Grande Fire. 

For releases to the atmosphere, the team expected that these data would be 
sufficient to estimate the amount of radionuclides and chemicals released. The 
team anticipated developing this source term estimate by relating concentrations 
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of chemicals and radionuclides in soil and biota from areas of known 
contamination to the temporal progression of the fire on a daily basis, the 
prevailing meteorological conditions, and the radionuclide and chemical 
concentration measurements in air at specific locations. Such information, 
coupled with an air dispersion model, would allow an effective release rate from 
an area of known contamination to be "back-calculated." These release rate 
estimates, combined with the air dispersion model and meteorological data, 
could then be used to predict concentrations in air at locations that lacked direct 
measurements. Since measured radionuclide and chemical concentrations in air 
were lacking, the RAC team relied on measurements of particulate matter less 
than 10 micrometers (PM 1 0 ) , which was monitored more extensively in the study 
area before, during, and after the fire. P M i 0 is a combustion product that is 
released in relatively large quantities during a forest fire. Measurements of P M i 0 

during the fire showed a marked increase over background levels. The measured 
PMio concentrations, coupled with models to estimate P M i 0 emissions from the 
fire and an air dispersion model to estimate the transport and dispersion of 
airborne particles, were used to estimate daily dispersion factors. The product of 
the dispersion factor and an estimated quantity of radionuclides and chemicals 
released from contaminated soil during the fire allowed the RAC team to 
estimate radionuclide and chemical concentrations in air within the study area. 
Since gasses tend to have deposition properties that differ from particulates, 
carbon monoxide, a gaseous forest fire combustion product, was used instead of 
PMio to calculate dispersion factors for chemicals that volatilize during a fire. 

For releases to surface water, the team needed to estimate the concentrations 
of chemicals and radionuclides in surface water and sediments because of 
increased storm water runoff and erosion in the canyons that cross the L A N L 
facility. The volumes of storm water passing through the canyons during storm 
events of varying magnitude were estimated considering conditions prior to and 
after the fire because the fire caused the loss of vegetation and trees in the 
canyons above and below the L A N L facility. Based on these storm water 
volumes, the volume of suspended solids resulting from erosion of soils was 
estimated. 

The study tasks were complicated because radionuclides and chemicals 
released into the air or transported into surface water because of the fire do not 
originate from contaminated areas at L A N L alone. Other sources include (1) 
naturally occurring radionuclides and chemicals, (2) anthropogenic (human-
made) radionuclides that have deposited on vegetation and ground (such as 
239/240pu a n c j i37ç s ^ . Q m gfofai weapons testing fallout), (3) more than 50 years 
of L A N L operations that have deposited chemicals and radionuclides on the 
surrounding lands, (4) radionuclides and chemicals that may have been 
suspended from contaminated areas that were not affected by the Cerro Grande 
Fire, and (5) combustion products from the burning of L A N L structures. 
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To fill data gaps not covered by available monitoring data and to allow for a 
prediction of potential future risks, soil characterization data were used to 
estimate source terms for contaminated sites at L A N L that burned during the fire 
or were susceptible to erosion following the fire. Because of uncertainties 
surrounding the development of the source terms, conservative assumptions were 
made to help ensure that releases were not underestimated. These source terms 
provided the basis for calculating the risks from the fire using computer models 
that predict transport of materials in the environment. To the extent possible, the 
model-predicted concentrations were compared with environmental monitoring 
data to assess the legitimacy of the predictions. 

The soil monitoring data available to characterize burned source areas 
suggested that a large number of radionuclides and chemicals were potentially 
released during or after the fire. A screening process was established to focus on 
those chemicals and radionuclides most likely to contribute to the health risk of 
people exposed directly or indirectly to air or surface water impacted by L A N L . 
Two categories of health risk were considered: the risk of cancer incidence from 
exposure to radionuclides or carcinogenic chemicals, and the risk of non-cancer 
health effects from exposure to noncarcinogenic chemicals. The latter was 
calculated using a hazard quotient (HQ). The HQ is the ratio of the level of 
exposure to a chemical of concern over a specified time period to a reference 
dose (RfD) for that chemical derived for a similar exposure period. The HQ 
assumes that there is an exposure level (defined by the RfD) that can be tolerated 
with no adverse effects even for sensitive populations. If the exposure level 
exceeds this threshold (HQ > 1), there may be concern for potential health 
effects. 

The methodology used to obtain the screened list of potential contaminants 
of concern (PCOCs) for releases to air is shown in Fig. 2. The concentrations of 
chemicals and radionuclides measured in soil at individual contaminated areas, 
referred to as potential release sites (PRS), were used to estimate an inventory 
across the entire PRS area. An atmospheric dispersion coefficient was then 
applied to the inventory value to estimate an air concentration, assuming the 
entire inventory was released during the fire (7). These air concentrations were 
used to calculate a screening risk index or HQ. A similar approach was used to 
obtain a screened list of PCOCs for releases to surface water (2). The 
concentrations of chemicals and radionuclides measured in surface water after 
the fire were used to calculate a screening risk index or HQ based on the 
ingestion of water containing these measured concentrations of chemicals and 
radionuclides. For the air and surface water releases, contaminants with a cancer 
incidence screening risk estimate of less than 10~5 (1 chance in 100,000) or a 
screening HQ of less than 1 were removed from further consideration. 

Source terms were calculated for the most important radionuclides 
and chemicals, using available information on the quantities present at the 
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Figure 2. Flow chart of the screening process for the air pathway. 
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contaminated sites and how they may have been released to the air and storm 
water during the Cerro Grande Fire. The source terms were used to estimate air 
and surface water concentrations for the risk estimates. The following sections 
address the specifics of the air and surface water exposure pathways and risk 
estimates. 

Air Transport Pathway 

The primary focus for the air pathway was the analysis of radionuclides and 
chemicals derived from L A N L operations that may have been released during 
the Cerro Grande Fire while the fire burned and subsequently smoldered on 
L A N L property. A secondary objective was to estimate the release of 
radionuclides and chemicals from the burning of natural vegetation both on and 
off L A N L property. The sources of radionuclides and chemicals on or in natural 
vegetation included naturally occurring radionuclides and metals and worldwide 
fallout of radionuclides from atmospheric testing of nuclear weapons. Some 
radionuclides on or in natural vegetation were also attributed to the presence of 
L A N L . The process of calculating the potential risks associated with these 
releases included: 
• Evaluating the available air monitoring data and procedures 
• Identifying sources and estimated amounts of LANL-derived chemicals and 

radionuclides on L A N L lands that burned during the fire 
• Estimating amounts of radionuclides and chemicals on or in all vegetation 

that burned during the Cerro Grande Fire 
• Using computer modeling to predict the release and transport of chemicals 

and radionuclides carried in the fire plume 
• Developing exposure scenarios based on hypothetical representative 

individuals 
• Estimating the resulting health risks and the associated uncertainties. 

Calculating the transport of radionuclides and chemicals released into the air 
during burning of the PRS first required an understanding of the behavior of the 
fire itself. During forest fires, combustion products in the form of particulate 
matter are emitted in large quantities and provide a measurable material that can 
be used to estimate the concentration of other fire-related products as the smoke 
plume travels downwind. 

The three-dimensional complex terrain model system C A L P U F F (4) was 
used to estimate P M 1 0 concentrations in the model domain. The C A L P U F F 
modeling system consists of a three-dimensional wind field model (CALMET) , a 
Lagrangian puff dispersion model (CALPUFF), and a post processing program 
(CALPOST). Terrain and land use data were obtained from the USGS 7.5 
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minute and two degree digital elevation models, and digital land use maps, 
respectively. Terrain was averaged across a 120 χ 110 node grid having a grid 
spacing of 500 m. Surface meteorological data consisted of 5 surface stations 
operated by L A N L on L A N L property, five community monitoring stations 
(Cochiti, Santa Clara Pueblo, San Juan Pueblo, Espaflola, and Santa Fe Indian 
School), the N M E D meteorological tower located near the Santa Fe Airport, and 
cloud cover and ceiling height data obtained from the Santa Fe Airport. Surface 
meteorological data used in C A L M E T consisted of hourly-averaged wind speed, 
wind direction, temperature, barometric pressure, relative humidity, cloud cover, 
and ceiling height. No precipitation was recorded during the entire event. Upper 
air data were obtained from the Albuquerque Airport. A separate model, the 
Emissions Production Model (5), was used to estimate the quantities of 
combustion products released to the air during the fire based on the type and 
quantity of fuel loading associated with each burn area. The computer-model-
estimated concentrations of P M 1 0 were then compared with the measured 
concentrations. Adjustments were made to fuel loading and the timing of a 
particular burn day to bring the computer-model-estimated P M 1 0 concentrations 
into reasonable agreement with the measured P M i 0 concentrations (see Fig. 3). 
This process is termed model calibration. The process of calibrating the model to 
PMio measurements involved (1) identifying the geographical area that was 
burned, (2) defining the time history of the fire, (3) estimating the amount of 
vegetation that burned, (4) estimating the amount of PMio released by the 
burning vegetation and the heat generated during burning, and (5) modeling the 
transport in air of PMio released by the fire. During this calibration process, it 
was necessary to account for contributions of PMio from sources other than the 
fire. In the absence of a fire, P M 1 0 concentrations are known to increase with 
wind speed (6). Pre-fire P M ! 0 data coupled with 24-hour mean wind speeds 
provided a way to account for background P M 1 0 concentrations as a function of 
the mean 24-hour wind speed. Figure 3 compares the model predicted P M j 0 

concentrations at three offsite locations (San Ildefonso, Santa Clara, and White 
Rock) and one onsite location (TA-54) to the measured P M 1 0 concentrations. 
The monitor locations are shown in Fig. 1. The TA-54 measurements represent 
24-hour average concentrations, while measurements at San Ildefonso, Santa 
Clara, and White Rock represent average concentrations of varying time periods. 
Predicted-to-observed ratios of PMio in the study area had a geometric mean 
value of 0.87 with a geometric standard deviation of 1.7. 

Concentrations were calculated for the radionuclides and chemicals 
identified as important through the screening process. In general, most predicted 
air concentrations were relatively low. The maximum seven-day, time-integrated 
concentrations of radionuclides were generally less than 0.1 aCi-d m~3, and the 
maximum seven-day, time-integrated concentrations of chemicals and metals 
were generally less than 0.01 μg-d m"3. 
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In contrast, the predicted air concentrations and deposition amounts for the 
explosive compounds R D X , H M X , DNB, and TNT were relatively high. The 
maximum seven-day, time-integrated concentrations for the explosive 
compounds were in the 10-100 μg-d nf 3 range. The integration period of seven 
days represents the time over which the fire actively burned on L A N L property. 
After the fire, a limited amount of soil sampling was performed; however, no 
explosive compounds were detected. The predicted deposition of these 
compounds would have been easily detected in soil, suggesting that the source 
terms for these compounds were overestimated because of the cautious 
assumptions made in the calculations. 

Surface Water Transport 

The Cerro Grande Fire significantly altered the landscape by destroying 
vegetation and changing the surface soil characteristics, which allowed greater 
quantities of storm water to flow through the canyons. The increased storm water 
flow could carry greater amounts of soil, sediment, and ash from the entire 
burned watershed, including some areas at L A N L where chemicals and 
radioactive materials are present in soils. The process of estimating the potential 
increased exposure through the surface water included: 
• Evaluating the available surface and storm water monitoring data and 

procedures 
• Identifying sources and estimated amounts of LANL-derived chemicals and 

radionuclides that burned during the fire 
• Using computer models to predict the release and transport of radionuclides 

and chemicals in surface and storm water 
• Developing exposure scenarios based on hypothetical representative 

individuals 
• Estimating the resulting health risks and the associated uncertainties. 

The most critical step in the risk estimation process was calculating the 
amounts of chemicals and radionuclides in source areas available for movement 
into surface water (the source term). The source areas included individual PRS 
at L A N L that storm water passes over and contaminated sediment along the 
canyon reaches. The modeling approach used measured concentrations of 
chemicals and radionuclides in soil or sediment, along with water runoff and 
sediment erosion yields. Downstream concentrations of chemicals and 
radionuclides were then calculated at defined points of exposure, focusing on 
those that were identified through the screening process as most important in 
terms of potential health risk. Points of exposure were locations where an 
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individual could potentially come in contact with surface water, suspended 
sediments, or deposited sediments containing chemicals or radionuclides. 

Next, the concentrations at the points of exposure (surface water receptors 
in Fig. 1) for the 37 chemicals and radionuclides identified in the screening 
process were calculated in storm water, surface water, and suspended and 
deposited sediments. The process included: 
• Estimating the surface water flow within the watersheds and at outlets to the 

Rio Grande for storm events of various severities, all six hours in length 
(ranging from a two-year to a 500-year design storm event) 

• Developing estimates of suspended sediment concentrations before and after 
the fire based on an analysis of pre-fire and post-fire total suspended solids 
sampling data from the U.S. Geological Survey and L A N L 

• Identifying the watersheds contributing storm water flow to each point of 
exposure and the important source areas in the watershed 

• Identifying background, or typical, storm water flow and suspended 
sediment concentration in the Rio Grande and in Cochiti Lake 

• Estimating concentrations of chemicals and radionuclides in environmental 
media at each point of exposure. 

Concentrations of chemicals and radionuclides measured in water after the 
fire differed by less than a factor of ten from concentrations measured before the 
fire. The results of the transport modeling suggested that while the fire impacted 
the potential transport of chemicals and radionuclides, there was no consistent 
change in the resulting concentrations from pre-fire to post-fire. Concentrations 
of chemicals and radionuclides decreased as the point of exposure moved further 
away from the source areas, resulting in higher concentrations within the 
canyons immediately below the L A N L facility than in the Rio Grande and in 
Cochiti Lake. 

Development of Exposure Scenarios 

A variety of exposure scenarios were used to estimate a range of possible 
exposures to air and surface water pathways for different individuals in the area 
during the time period of interest. The scenarios addressed a broad range of 
lifestyles although the hypothetical individuals described in the scenarios did not 
represent known individuals at these locations. Risks estimated for the 
hypothetical individuals were greater than the risks estimated for other 
individuals in the area for less time or under less exposed conditions. 

For releases to air, inhalation was the primary exposure pathway. The risk to 
a person from exposure during the Cerro Grande Fire depended on a number of 
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factors, including location, length of time at that location, physical activity level 
of the individual, age, and gender. Four exposure scenarios (a firefighter, an 
emergency response worker (other than a firefighter), a resident adult, and a 
resident child) were used to determine the risks to representative individuals 
from the LANL-derived radionuclides and chemicals released to the air during 
the fire. The firefighter and emergency response worker were assumed to be 
active outside for extended periods of time each day and had relatively short rest 
and sleep periods. The firefighters were involved in physically strenuous work 
such as starting backfires, fighting spot fires, and building firebreaks. Emergency 
response workers were also situated in close proximity to the fire for extended 
periods of time, but generally had lower physical activity levels than the 
firefighters. The resident adult and child were assumed to be more active than 
might normally be the case. For each scenario, cancer risks for radionuclides and 
carcinogenic chemicals, and HQs for noncarcinogenic chemicals, were 
estimated. The model-estimated concentrations at eight representative exposure 
locations, along with the maximum predicted concentration in the study area, 
provided the input to the risk calculations. The risks from naturally occurring 
radionuclides and chemicals on vegetation that burned during the Cerro Grande 
Fire were calculated for the adult resident scenario only. These risks were 
associated with any forest fire and were not specific to L A N L . 

For the surface water pathway, four exposure scenarios were used to 
represent the different ways that individuals might be exposed to radionuclides 
and chemicals released as a result of increased surface water flow after the fire. 
The hypothetical individuals included (1) a local hunter, (2) family members 
(adult and child) living below Cochiti Lake, (3) an adult living below Water 
Canyon, and (4) a fire cleanup worker at the L A N L Site. The exposure pathways 
for the hypothetical individuals in each surface water exposure scenario are 
shown in Table I. 

Table I. Exposure Pathways Included in the Surface Water Risk Analysis 
Scenarios (see Fig. 1 for Exposure Locations) 

Exposure pathways 
(1) Local 
hunter 

(2) 
Family 

(3) Adult 
resident 

(4) Clean
up worker 

Drinking untreated water X X X 
Sediment exposure X X X X 
Swimming or contact with X 
water 
Eating fish X X X 
Eating garden produce X X 
Eating beef from cattle X X 
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Air Pathway Risks 

For LANL-derived chemicals and radionuclides, the maximum risk occurred 
on L A N L property within the active burn area. Table II summarizes the 
maximum estimated risks by scenario, contaminant type, and source for the air 
pathway. 

Table II. Maximum Estimated Risks for Releases to Air by Scenario, 
Contaminant Type, and Source 

Releases from burned Lifetime cancer incidence Hazard quotient 
contaminated areas risk (carcinogens) (noncarcinogens) 
(potential release sites) 
Scenario Radionuclides Chemicals Chemicals 
Resident adult 6.7 χ 10"14 2.1 χ 1(T7 2.0 
Firefighter 1.0 χ 10"13 3.6 χ 1(T7 3.4 
Emergency response 6.9 χ 10~14 2.2 χ 10"7 2.1 
person 

2.6 χ 10~14 Resident child 2.6 χ 10~14 3.1 χ 1(T7 2.9 
Key radionuclides and 23 8,239pU j 2 3 , p a ? R D X d R D X , H M X , 
chemicals 2 2 6 R a TNT, D N B d 

Releases from burned Lifetime cancer incidence Hazard quotient 
natural vegetation risk (carcinogens) (noncarcinogens) 
Scenario Radionuclides Chemicals Chemicals 
Resident adult 4.9 χ 10~7 4.4 χ 1(T7 142" 

4.1 χ K r 7 a 0.78 c 

Key radionuclides and 2 , 0 Pb , 2 1 0 Po, Cr M n b , A l b , 
chemicals 2 2 6 R a B a c , C r e , F e c 

aBased on release of radionuclide inventories in litter and bark only. 
bHazard quotient based on chronic reference dose for manganese and aluminum. 
Manganese and aluminum dominate the hazard quotient. 
cHazard quotient based on references doses derived from the eight-hour National Institute 
for Occupational Safety and Health standard for manganese and aluminum. Dominant 
metals are barium, chromium, and iron. 
d RDX (hexahydro-l,3,5-trinitro-l,3,5-triazine), HMX, TNT (2,4,6-trinitrotoluene), and 
DNB (1,3-dinitrobenzene) are all explosive compounds. 

The maximum total cancer incidence risk from breathing any L A N L -
derived radionuclide released to the air during the fire was less than 10"7 (1 
chance in 10 million). By comparison, cancer incidence risks from breathing 
radionuclides released to the air from natural vegetation during the fire were 
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estimated to be approximately 10~6 (1 chance in 1 million). Cancer incidence 
risks from LANL-derived chemicals released during the fire were generally less 
than 10"6. The explosive compound R D X was a major contributor to this risk 
estimate. Cancer incidence risks from metals detected on and in natural 
vegetation and released during the fire were also approximately 10~6. 

Estimated intakes of noncarcinogenic LANL-derived chemicals throughout 
the study area generally resulted in a total hazard quotient less than or equal to 
0.1. A hazard quotient less than 1 is defined as an acceptable intake by the EPA. 
Near areas where the fire burned, however, hazard quotients exceeded 1.0 and 
reached a maximum value of 2.0 for the resident adult scenario. This excursion 
above the generally accepted level of 1 was limited to a small area within the 
L A N L site near its western boundary. Most of the non-cancer risk was associated 
with the explosive compounds R D X , H M X , DNB, and TNT. The deposition of 
radionuclides and chemicals from burned PRSs was estimated, and it was 
determined that these would not be detectable in soil, with the exception of the 
explosive compounds R D X and H M X . Furthermore, the predicted 
concentrations were well above the detection limits of standard laboratory 
equipment. However, because R D X was not detected in area soils sampled after 
the fire, RAC team members believe the amount of these explosives released 
during the fire, and hence the risks from these chemicals, were overestimated. 

Hazard quotients for metals released during the fire from natural vegetation 
were less than 1.0 except for the metal manganese and, to a lesser extent, 
aluminum. However, the reference doses initially used to calculate the non-
cancer health effects from these two metals were developed to evaluate chronic, 
or long-term, exposures, not short-term exposures such as those during the Cerro 
Grande Fire. The team believes that the chronic reference doses resulted in 
unrealistically high hazard quotients for these metals. The reference doses 
equated to air concentrations that were much lower than the occupational 
standards (eight-hour exposure) for the metals. Using reference doses based on 
occupational standards for these two metals resulted in a maximum hazard 
quotient of less than 1. 

Concentrations of PMio exceeded EPA air quality standards for P M 1 0 

averaged over 24 hours at some locations in the study area and were sufficient to 
cause adverse health effects. Because the dose response relationship is uncertain, 
however, the risk of health effects expected to result from P M i 0 exposure was 
not quantified. 

Surface Pathway Risks 

For the surface water pathway, there were 45 chemicals and radionuclides 
identified as most important in terms of the potential human health risk from 
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more than 250 chemicals and 75 radionuclides evaluated during the screening 
process. The evaluation of chemicals presented a particular predicament because 
post-fire monitoring data were lacking for many of the chemicals. Furthermore, 
for other chemicals, the results were below the detection limits of the laboratory 
equipment used to analyze the samples so few conclusions could be drawn. As a 
result, the focus of the surface water risk calculations was the man-made 
radionuclides 2 4 I A m , 1 3 7 Cs, 9 0Sr, 2 3 8 Pu , and 2 3 9 ' 2 4 0 p u in surface water, storm 
water, and sediment. Trend analysis of the monitoring data was useful for 
identifying apparent increases in concentration for some radionuclides and 
chemicals following the fire, and for identifying the possibility of L A N L impact 
on measured concentrations. 

The potential health risks were estimated for hypothetical people drinking 
water from the Rio Grande or Cochiti Lake, contacting sediments near the edge 
of the water, eating fish from the Rio Grande or Cochiti Lake, eating produce 
irrigated with water from the lake, eating beef raised in the area, or participating 
in recreational activities like swimming. The results for the surface water 
pathway showed the potential annual cancer risk from the Cerro Grande Fire 
burning on the L A N L site was less than 3 in one million from exposure to any 
LANL-derived chemical or radionuclide that may have been carried in the 
surface water and sediments to the Rio Grande and Cochiti Lake. If exposure to 
the same concentrations of LANL-derived chemicals or radioactive materials 
was assumed to continue for seven years (the time it may take to return to pre-
fire vegetation conditions in the area), then the potential cancer risk was greater 
at about 20 in 1 million. Estimated intakes of noncarcinogenic LANL-derived 
chemicals were less than the acceptable intakes (a hazard quotient less than 1) 
established by the EPA. Table III shows the highest estimated impacts by 
scenario, individual chemical, or radionuclide, and selected pathways. 

Of the different hypothetical individuals considered in the exposure 
scenarios, the health risks were highest for the resident living year round on the 
bank of the Rio Grande near the confluence of'Water Canyon. The type of 
exposure contributing most to the potential risk was eating fish. For this type of 
exposure, the RAC team assumed that the hypothetical individuals consumed 
approximately 4.5 kilograms of fish per year, all from the river or Cochiti Lake. 
However, the risks should be viewed as upper bound, or maximum values 
because of the cautious assumptions made in estimating concentrations and in 
selecting lifestyle characteristics for the hypothetical individuals. The risks for 
all other types of exposure were lower than were those for eating fish. 

The hunter and firefighter, who were potentially exposed to higher 
concentrations in water and sediments, spent less time at those locations and had 
fewer exposure routes. Risk estimates and hazard quotients for the child and the 
adult at Cochiti Lake were broadly similar. In general, risks for all pathways 
associated with the 500-year storm event were less than 10 times higher than the 
risks from the two-year storm event, and the differences are likely to be within 
the range of uncertainty in the estimates. 
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Conservatisms and Uncertainties 

Modeling radionuclide and chemical releases to air and surface water from 
the Cerro Grande Fire presented a number of challenges. For releases to air, 
there was limited information readily available about the materials present at 
L A N L that might have been suspended into the atmosphere during the fire. 
Therefore, the modeling had to encompass the uncertainties associated with 
estimating the inventories of radionuclides and chemicals present before the fire, 
the amounts that were released during the fire, and their subsequent dispersion 
and deposition in the environment. The short time frame and limited resources 
available for this project required the team to make several assumptions about 
the data and prevented an in-depth analysis of data quality. In addition, a fair 
amount of uncertainty existed regarding the spatial extent of contamination at the 
different source areas. Because of these uncertainties and limitations, the team 
made conservative assumptions to avoid underestimating the quantity of 
contaminant available for potential release at each PRS (e.g., eliminating non-
detect values likely biases the calculated inventory on the high side). If risks of 
significant concern had been identified, further investigation into the impact of 
any conservative assumptions would have been required. 

The goal of the surface water modeling efforts was to develop conservative 
estimates of the relative concentrations for pre-fire and post-fire conditions for 
the surface water pathways. Estimating chemical and radionuclide concentrations 
at selected points of exposure was central to those efforts. However, there were 
many uncertainties associated with environmental transport modeling, and the 
process of distinguishing between regional background concentrations, 
concentrations expected in fire-impacted areas, and concentrations related to 
L A N L operations complicated the calculations. Because of these uncertainties, 
the predicted concentrations and risk estimates were intended to be conservative 
or cautious. Nevertheless, the results of this type of predictive modeling could be 
used to identify specific areas or chemicals and radionuclides contributing most 
to potential risk. The modeling results were also useful for understanding the 
relative contribution of different potential sources of chemicals and 
radionuclides, which is difficult to discern from environmental monitoring data 
alone. 

Risk Communication 

A key objective following the Cerro Grande Fire was to evaluate how 
technical data were used to make rapid decisions about the potential health risks 
and the methods used to communicate that information to local residents and 
emergency response personnel. The RAC team made specific recommendations 
based on its experience of independently estimating the health risks to the public 
from the Cerro Grande Fire. The goal of these recommendations was to improve 
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Table III. Highest Estimated Impacts for Releases to Surface Water by 
Scenario, Contaminant Type, and Exposure Pathway 

Eating fish from Rio 
Grande or Cochiti 
Lake 
Scenario 
Hunter 
Residents near 
Cochiti Lake 

Adult 
Child 

Person near Rio 
Grande at Water 
Canyon 
Emergency response 
person 

Lifetime cancer incidence 
risk ° (carcinogens) 

Hazard quotient 
(noncarcinogens) 

Radionuclides Chemicals Chemicals 
3.5 χ 10"b 

4.0 χ 10"7 

1.7 χ 10"7 

2.4 χ 10"6 

na 

5.5 χ 10 _ v 

5.1 χ 10~7 

5.0 χ 10"7 

2.7 χ 10"6 

na 

0.09 

0.02 
0.02 

0.1 

na 

Key radionuclides 
and chemicals 137, Cs B(a)P 1 chromium, lead 
Drinking water from 
Rio Grande or 
Cochiti Lake 
Scenario 
Hunter 
Residents near 
Cochiti Lake 

Adult 
Child 

Person near Rio 
Grande at Water 
Canyon 
Emergency response 
person 

Lifetime cancer incidence 
risk (carcinogens) 

Hazard quotient 
(noncarcinogens) 

Radionuclides Chemicals Chemicals 
4.3 χ 10"8 

4.9 χ 10"9 

2.4 χ 10' 9 

2.2 χ 10"8 

na 

4.4 χ 10"1 0 0.0066 

3.0 χ 10"7 

3.5 χ 10"7 

1.4 χ 10" 

na 

0.0033 
0.0039 

0.015 

na 

Key radionuclides 
and chemicals 

, 3 7 Cs , 2 3 9 P u R D X 1 7 " barium, lead 

Incidental sediment 
ingestion 
Scenario 
Hunter 
Residents near 
Cochiti Lake 

Adult 
Child 

Lifetime cancer incidence 
risk (carcinogens) 

Hazard quotient 
(noncarcinogens) 

Radionuclides Chemicals Chemicals 
6.1 χ 10"9 

8.1 χ 10 
8.1 χ 10 

2.7 χ 10" 

3.2 χ 10"7 

7.4 χ 10"7 

0.00026 

0.00052 
0.0012 
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Table III. Continued. 

89 

Incidental sediment Lifetime cancer incidence Hazard quotient 
ingestion risk (carcinogens) (noncarcinogens) 
Scenario Radionuclides Chemicals Chemicals 
Person near Rio 
Grande at Water 3.7 χ 10~9 1.2 χ 10"7 0.00024 
Canyon 
Emergency response 1.8 χ 10" u 4.7 χ 10 - 9 0.003 
person 
Key radionuclides 2 3 9 Pu , 2 2 6 R a B(a)P, lead, barium 
and chemicals R D X b 

na = not applicable. 
aThe annual cancer incidence risks are presented for exposure to radionuclide or chemical 
concentrations after a two-year storm event; for noncarcinogens, the hazard quotient 
expresses the fraction of acceptable intake established by the EPA. 
bB(a)P = benzo(a)pyrene, RDX = hexahydro-l,3,5-trinitro-l,3,5-triazine (an explosive 
material). 

the calculation and communication of risk in future emergencies that may be 
applicable to L A N L and other sites. The recommendations were divided into two 
broad areas: (1) calculating health risks and (2) communicating those risks to the 
public. 

Recommendations for Calculating Health Risks 

The recommendations for calculating health risks included: 
• Refining existing monitoring programs to establish a comprehensive 

program that addresses current and potential needs for both routine and 
emergency monitoring data collection 

• Improving characterization of contaminated areas to provide defensible 
estimates of the quantities of chemicals and radionuclides potentially 
available for release 

• Designing and implementing methods for monitoring and data compilation 
that are based on uses for the data that are collected 

• Defining "background," or typical, concentrations of chemicals and 
radionuclides throughout the site and surrounding area more 
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comprehensively so that changes in contaminant concentrations in the future 
can be quickly identified 
Collecting data to understand typical short-term (e.g., hourly or daily) 
changes in air concentration, which can vary significantly with time of year 
or season 
Developing and adopting a consistent protocol for compiling data that can 
be used by all data-collecting organizations to assist with evaluating and 
disseminating data quickly, efficiently, and comprehensively. 

Recommendations for Communicating Health Risks 

The recommendations for communicating health risks included: 
• Giving the primary responsibility of risk communication to an independent 

organization that works closely with the agencies involved in the 
emergency. When there is potential for public risk, the agency that the 
public views as responsible for the risk should not be the initial or primary 
source for communicating that risk to the public 

• Maintaining a central point for issuing statements about health risk to avoid 
conflicting messages. Establish a way to reach agreement between agencies 
about statements that are issued 

• Implementing a well-coordinated and practiced emergency response plan 
that clearly identifies the responsibilities and capabilities of the facility, the 
state and federal agencies, local communities, and other stakeholders with 
regard to understanding and communicating risks 

• Basing statements about immediate risks and potential future risks on 
available data only, and identify limitations, such as data gaps or 
uncertainties. Clearly identify the origin of the risk and the nature of the risk 

• Establishing a method to allow environmental monitoring by groups, 
independent of state and federal agencies, to provide additional confidence 
in the results obtained by the site and regulatory agencies normally involved 
in data collection. 

In considering these recommendations, it is important to strike a balance 
between responding to public wishes, working efficiently to calculate and 
communicate potential risks, and realizing practical limitations on what can be 
achieved. One key to successfully implementing these recommendations is to 
involve all stakeholders in developing and adopting new procedures. 

L A N L is responding to several of the recommendations. For example, 
during 2005, the Los Alamos Emergency Response Organization was redefined 
and implemented. It is the first DOE facility to fully implement the National 
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Incident Management System and uses the newly completed Emergency 
Operations Center on W. Jemez Road in Los Alamos as its Regional Center. 

Conclusions 

For the air pathway, exposure to LANL-derived contaminants during the 
Cerro Grande Fire did not result in a significant increase in health risk over that 
incurred from the fire itself. The risk of cancer from exposure to radionuclides 
and metals in and on vegetation that burned was greater than that from 
radionuclides and chemicals released from contaminated sites at L A N L . The 
vegetation that burned contained naturally occurring chemicals and radioactive 
materials and radioactive fallout produced during atmospheric tests of nuclear 
weapons. These materials and the risks they posed are present during any forest 
fire. The cancer risks were all below the EPA range of acceptable risks of 10~6 to 
ΚΓ 4 . Hazard quotients from exposure to noncarcinogenic LANL-derived 
chemicals exceeded the 1.0 level at some locations on L A N L property. Potential 
exposures in the surrounding communities to LANL-derived chemicals that are 
not carcinogenic were about 10 times lower than generally accepted intakes 
established by the EPA. The monitoring data suggested that some adverse health 
effects resulted from breathing high concentrations of particulate matter in the 
smoke. Such exposures are associated with any forest fire. Deposition of L A N L -
derived chemicals and radioactive materials from the smoke plume to the soil 
was minimal based on soil samples collected after the fire. 

For the surface water pathway, the potential annual cancer risk was 
estimated to be less than 3 in 1 million from exposure to any LANL-derived 
chemical or radionuclide material that may have been carried in the surface 
water and sediments to the Rio Grande and Cochiti Lake. If exposure to the same 
concentrations of LANL-derived chemicals or radionuclides materials was 
assumed to continue for seven years (the time it may take to return to pre-fire 
vegetation conditions in the area), then the potential cancer risk was greater, but 
still less than 20 in 1 million. Potential exposures to LANL-derived chemicals 
that are not carcinogenic were within acceptable intakes established by the EPA. 
The type of exposure contributing most to the potential risk was eating fish 
containing benzo(a)pyrene (BaP) and cesium-137 from the Rio Grande. 

Overall, the study provided a basis for identifying specific areas at L A N L , 
certain chemicals and radioactive materials, and the most important types of 
exposure that could contribute to potential risk. More focused attention can be 
given to refining or increasing available information about those areas, materials, 
and types of exposure in the future. 
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Chapter 7 

Markov Chain Monte Carlo for Internal Dosimetry 
on a Supercomputer Cluster 

G. Miller, L. Bertelli, T. Little, and R. Guilmette 

Los Alamos National Laboratory, MS-E546, Los Alamos, NM 87545 

The methods used at Los Alamos for calculating internal dose 
for plutonium and americium are described. The main method, 
the ID code, is a straightforward use of Bayes' theorem, 
evaluated using Markov Chain Monte Carlo. A supercomputer 
cluster is used to do mass calculations on many cases at once. 
As an alternative, a single workstation continually does 
calculations as new bioassay data comes in, spreading out the 
calculation load over the year. Both methods are being used 
successfully. 

Introduction 

Internal dosimetry is concerned with the problem of determining the 
radiation dose to workers caused by forms of radiation that cannot be measured 
directly (as with a dosimetry badge). If, for example, the α-emitting nuclide 
2 3 9 P u is inhaled, it will impart radiation dose to the lungs, and after dissolving 
will be absorbed to blood and deposited in the bone and liver, imparting dose to 
these organs. Monitoring for exposure to 2 3 9 P u is done by measuring the 2 3 9 P u 
content in various kinds of samples (bioassay), for example, urine, fecal, lung 
count, etc. 

The measurements are interpreted using biokinetic models that describe how 
2 3 9 P u is transported through the body. The biokinetic models describe how a unit 

© 2007 American Chemical Society 93 
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amount of material taken into the body in a certain way (for example, inhalation) 
will later in time appear in various bioassay compartments (for example, the 
lungs, urinary excretion) and how radiation dose will be accumulated in the 
course of time in the different body organs and tissues. 

Standard biokinetic models have been proposed by the International 
Commission on Radiation Protection (ICRP) (1,2). 

Given a set of agreed-upon biokinetic models, the inverse problem of 
internal dosimetry is to use the bioassay measurements to infer i f and when 
intakes may have occurred and the magnitude of the resultant radiation dose to 
the worker. Intake-based biokinetic models are used to determine the time and 
amount of intakes and to calculate the 50-year effective whole body dose to the 
worker (the CEDE, Committed Effective Dose Equivalent) associated with each 
intake. The process obviously entails considerable uncertainty, so quantitatively 
assessing uncertainty is also of great importance. For the past decade, we have 
been pursuing a Bayesian statistical approach to this problem. Other approaches 
to internal dosimetry involve an expert assessor evaluating each case, as 
described, for example, in Ref. (3). 

Bayesian Approach to Internal Dosimetry (ID code) 

In the problem of internal dosimetry there are M bioassay data y 7 taken at 
times tj for y = 1,..., M. These data are used to determine Ν possible intakes with 
amounts biokinetic types /,, times of intake for / = 1,..., N. The intake times 
are ordered, so that tx<t2<... <tN. The domain of time /, is the time interval Ath 

That is, ti is in the interval Δ/,. The intervals Δ// cover the time domain of all 
possible intakes in a nonoverlapping and ordered way. The time intervals are 
usually chosen to be the times between successive bioassay measurements, in 
which case Ν = M- 1. The time intervals are chosen to be sufficiently small so 
that the probability of multiple intakes may be neglected in any interval. 

Using the notation: 

the problem is to determine the parameters Ξ from the data Y. 
Using Bayes theorem, the probability distribution of Ξ given Y can be 

immediately written down as 

Ρ(Ξ\Υ)κΡ(Υ\Ξ)Ρ(Ξ), (1) 

that is, the probability of particular values of the parameters given the data is 
proportional to the probability of the measured values of the data given the 
parameters (the likelihood function) times the prior probability of the parameter 
values. 
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The calculational problem is then to integrate over the full detailed posterior 
probability distribution function, given by Eq. 1, in order to determine the 
marginal probability distribution of quantities of interest (for example, some 
dose quantity of interest). This multi-dimensional integration problem can be 
solved with the Markov Chain Monte Carlo Method (4) using the Metropolis 
algorithm (5). A Markov chain is a sequence of random variables Ek such that Ek 

depends on its predecessor Ek.j and does not depend further on the history of the 
chain. 

The likelihood function P(Y\E) is of the form 
(M 

/ > ( Κ | Ξ ) * β χ ρ Χΐ7(Ξ)| 
because of the assumed independence of the M measurements, where Ζ,/Ξ) is the 
log-likelihood function for the / h measurement. Exact numerical calculation of 
the Poisson or Gaussian/log normal likelihood function is used (<5). 

The prior probability distribution P(E) is taken to be of the form 

Ν 

i=\ 
assuming independent probabilities for intake amount, biokinetic type, and time 
of intake for each intake. 

The prior probability distribution of biokinetic types / is a discrete 
probability distribution over {lu l2 lni}, usually uniform except that the 
ICRP-recommended default model is given a higher probability. 

The prior probability distribution for £ and /, depends on whether or not a 
known incident has occurred in the intake time interval Ath This and other details 
are discussed elsewhere (7). 

In the Markov Chain Monte Carlo method, values of the parameters Ξ are 
moved step-wise around in their multidimensional phase space (each chain 
iteration is one step) in such a way that the probability of Ξ being in a some 
region of phase space is proportional to the posterior probability given by Eq. 1. 
In effect, parameter values are randomly generated from the posterior 
distribution. Thus, to examine the distribution of some quantity of interest, the 
quantity is merely calculated for each step of the chain, and a histogram made of 
the results. Every quantity has a distribution, and this distribution is a direct 
representation of the uncertainty of the quantity. 

The distributions obtained as described above depend, in principle, on the 
number of chain iterations, the chain starting point and the random number 
generator seed. The chain needs to be run long enough so these dependencies are 
minimal. To determine chain convergence, two separate calculations are done, 
with widely disparate starting points and different random number generator 
seeds. The results of the two calculations must be sufficiently close for the 
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calculation result to be considered to be "converged". If this is not the case, the 
chain is run for more iterations. 

The Lambda Cluster at Los Alamos 

There are a number of computer clusters in use at Los Alamos. Lambda is 
an unclassified general computing resource. It consists of 328 Intel Pentium 3 
processors across 164 compute servers (Compaq DL360s) running Redhat Linux 
operating system. The processors are 1 Ghz each and every node has 1 G B of 
memory. Lambda uses a Gigabit Ethernet interconnect. 

Lambda uses software called LSF (Load Sharing Facility) version 4.1 to 
control user jobs, which are submitted using the BSUB command. This software 
is written by Platform Computing (platform.com). A l l jobs are submitted to the 
cluster through queues which provide access to various machine groups, user 
groups, or resources. LSF schedules and runs jobs, distributing them across the 
compute nodes using features such as queue or machine limits, queue priorities, 
processor reservation, and job backfilling to provide efficient utilization of the 
cluster. 

There are three main queues on Lambda, the interactive queue, the large 
queue (maximum job time 2 days), and the long queue (maximum job time 7 
days). The ID code calculations are run in the large queue. Under optimal 
conditions, about 100 processors are available. A small fraction of the jobs 
require more than 2 days to complete (most require much less). The long running 
cases involve hundreds of bioassay data points spanning up to 50 years of work 
history. The jobs that fail to complete in 2 days are restarted in the long queue, 
where at most about 30 processors are available. 

It has been found that cluster computing is not 100 % reliable, and methods 
for checking that jobs have completed satisfactorily have been developed. The 
small fractions of cases with problems are identified, and the calculations rerun. 

Using Lambda under optimal conditions, the plutonium and americium 
internal dosimetry calculations for all employees who have submitted bioassay 
samples in the past year (some 2000 persons) can be completed in 2 days, with a 
small handful of cases requiring about a week. Thus, the entire task can be 
accomplished within one week. 

Comparisons with Single Workstation Calculations 

The other approach to ID code calculations used at Los Alamos is to use a 
single desktop workstation that runs calculations whenever new bioassay data 
become available. A dual 3.6 Ghz processor with hyperthreading is used so that 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
A

ug
us

t 9
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

00
7

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 

http://platform.com


97 

there are 4 effective processors, two of which are used for the ID code 
(convergence testing requires two runs), and two are available for other 
purposes. Direct speed comparisons are shown in Table I. 

Table I. Processor Speeds Determined From Wall-Clock Comparisons 

Processor Relative processor speed 
Lambda 1 

3.6 Ghz Intel Xeon 2.1 
3.6 Ghz Intel Xeon Hyperthread 1.2 

In the single-workstation mode of operation, a single dual-processor 
workstation continually does calculations as new data come in, spreading out the 
calculational load over the year. This workstation is set up with hyperthreading 
so it effectively has 4 processors, and therefore allows other work to be done as 
well. The advantage is a simpler, privately owned computing environment. The 
disadvantage is that it would be impossible to recalculate all cases in a short time 
should this be necessary. 

A comparison of local calculations with supercomputer calculations is 
shown in Table II. 

Table II. Correlation Coefficient Between Workstation And Supercomputer 
ID Code Results 

Quantity Number of cases Correlation coefficient 
CEDE 22079 0.9997 

total C E D E 1967 0.9998 

The correlation coefficient (see, for example, matheworld.com) is 1 when 
the two results are exactly equal. Table II shows a comparison for 1967 person, 
nuclide combinations. The first row shows the year by comparison of calculated 
C E D E for each of these person-nuclide combinations over all the years covered 
by the bioassay data. The reason there is any disagreement at all is that the two 
calculations effectively involve different random number seeds. This is because 
the Markov Chain Monte Carlo calculation is preceded by another Monte Carlo 
calculation-of the exact likelihood functions. Since these calculations are usually 
not done in exactly the same sequence, the random number sequence for the 
Markov Chain calculation is different. 
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Comparisons with Faster, Approximate Method (UF code) 

Another code, the UF or unfolding code, uses an approximate Bayesian 
method (#). The basic calculation is of a single intake, with the bioassay tail 
from previous intakes subtracted. A n iteration process is used to eliminate 
intakes with large probability of the hypothesis "no intake" or "flatline" 
interpretation of the data relative to the hypothesis that an intake has occurred as 
calculated. The U F code uses numerical integration and, because of the 
necessity of using Gaussian uncertainty propagation in the tail subtraction, does 
not use the exact likelihood calculation. 

The major flaw of the U F code is in the assignment of the times of intakes. 
The differences between the two codes are illustrated by using the test dataset 
shown in Fig. 1. 

0 . 5 -

0 .4 -

0 . 3 

0 .2 -

0 . 1 -

0 .0 -

- 0 . 1 

- 0 .2 

d a ta + - 1 S D 
tru e v a l u e 

- ι 1 1 1 1 1 i 1 1 1 ' 1 
1 9 9 2 1 9 9 4 1 9 9 6 1 9 9 8 2 0 0 0 2 0 0 2 2 0 0 4 

Y e a r 

Figure 1. Numerically generated test dataset 

The data are generated from a Gaussian distribution with standard deviation 
0.1 mBq/24 hr. After the 3 r d data point, the data are shifted upwards by 0.1 
mBq/24 hr. 

The dose conversion factor from urine excretion a long time after the intake 
to E(50) (same as C E D E or 50-year whole body effective dose, except using a 
particular set of tissue weighting factors defined in ICRP publication 60) is 
about 50 Sv per Bq/24 hr for type S, 5 micron 2 3 9 Pu , so a urine excretion of 0.1 
mBq/24 hr corresponds to a 5 mSv intake. 
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The ID code result for yearly C E D E (50-year effective, whole-body dose) 
is shown in Fig. 2. As for all quantities, the yearly CEDE' s shown in Fig. 2 are 
obtained from distributions. The grey bars show the 5 % and 95 % probability 
limits of these distributions, while the dark squares shows the average values. 
Note that the lower probability limit is very small in all cases, meaning that 
there is not certainty that an intake occurred in any particular year. In 1997 the 
average value exceeds the 95 % limit. This is possible for a distribution with 
greater than 95 % probability concentrated near zero and a small tail. The time 
of intake is very uncertain. 

Figure 2. Yearly CEDE's calculated by ID code for test dataset. 

The calculations assume an "alpha prior" for intake amount ξ 

where At is the time interval in which the intakes occur and A is an unimportant 
normalizing constant, with the probability of intake per year α = 0.001/yr (9), so 
that the probability of more than one significant intake is small (even though 19 
intakes are allowed in the calculation). The distributions of C E D E for different 
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years shown in Fig. 2 are anticorrelated, so that they represent the uncertainty in 
the time of intake of a single intake rather than uncertainties of multiple intakes. 

The prior probability distribution of time of intake is assumed to be uniform 
in each interval. The biokinetic type prior consists of the 6 biokinetic types for 
inhalation: dissolution type M and S, and particle size 1, 5, and 10 μιη A M A D 
(Activity Median Aerodynamic Diameter). 

The cumulative probability for the total C E D E from all intakes is shown in 
Fig. 3. As seen from Fig. 3, the total C E D E is calculated to be in the range from 
1 to 10 mSv, with a central value near the true value of 5 mSv. 

o.o-
- Γ Τ Τ η 1—I I I M l l | I »—' ' I 

0 . 1 1 1 0 1 0 0 

E ( ô O J ^ m S ν ) 

Figure 3. Cumulative distribution of total CEDE, from ID code calculation 
for test dataset 

The U F code result for this case is shown in Fig. 4. The curve shows the 
calculated average excretion. The calculated average C E D E is 2 mSv, with 
credible limits from 0 to 9 mSv. The main error is in the calculated time of 
intake, and there is no indication of the uncertainty of time of intake using the 
UF code. 
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0.5 H 

0.4 H 

- 0 . H 

- V . * - | 1 1 1 1 1 1 1 1 1 1 1 1 

1992 1994 1996 1998 2000 2002 2004 

year 

Figure 4. UF code calculation for test dataset. 

Nonetheless, the correlation between ID and U F code results is rather good. 
Table III shows the correlation coefficients for a number of comparisons. Note 
that the annual dose (for the year of the last bioassay sample) and the total 
C E D E for all intakes are in very good agreement. 

Table III. Correlation Coefficient For ID Code (Lambda) And UF Code 
Results 

Quantity Number of cases Correlation coefficient 
C E D E 40777 0.6964 

total C E D E 3856 0.9981 
annual dose 3856 0.9859 

Figure 5 shows a plot of total C E D E from the U F code versus that from the 
ID code. The year-by-year C E D E is less well correlated. This can be understood 
from the test case shown in Figs. 1 and 2, where the average C E D E from the ID 
code is quite different from the U F code result. This agreement is really quite 
remarkable in that the numerical methods are completely different, and the U F 
code does not use the exact likelihood calculation. 
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Figure 5. Comparison of total CEDE from ID and UF codes. 

Discussion 

The methods in use at Los Alamos for calculation of internal dose for 
plutonium and americium have been described. Statistical inference based on 
Bayes' theorem is used. Some advantages of this approach are the following: 

1. It is scientifically defensible; indeed, it is definitive. 
2. Professional judgment and prior knowledge are not mixed up with 

statistical science; they are confined to defining or specifying the prior 
probability distributions. 

3. The full information content of the bioassay measurements is utilized; 
the exact likelihood calculations focus attention on the measurement 
science. 

4. The uncertainty of yearly C E D E is often very large; this uncertainty is 
directly calculated. 

5. Inexpensive batch processing of large numbers of cases is possible. 

Straightforward parallel processing, one case to each processor, is used on a 
supercomputer cluster for mass calculations of large numbers of cases. As an 
alternative, a single workstation continually does calculations as new bioassay 
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data comes in, spreading out the calculational load over the year. Both methods 
are being used successfully. 

Comparisons between the ID and UF codes show excellent agreement and 
serve as a validation of both codes, since completely different numerical 
methods are used in each code. 

The yearly C E D E often has a very large uncertainty. This is an unavoidable 
fact. It is perhaps a problem that current regulations are based on yearly C E D E 
rather than, say, total CEDE or annual dose, which was used before 1992. The 
agreement between the ID and UF codes shows that total C E D E and annual dose 
are easier to calculate using approximate methods; furthermore, they have much 
smaller uncertainties. 
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Chapter 8 

Calculation of the External Effective Dose 
from a Radioactive Plume by Using Monte Carlo 

Dose Kernel Integration 

P. Vojtyla 

CERN, European Organization for Nuclear Research, Safety Commission, 
CH-1211 Geneva 23, Switzerland 

The radiological impact of emissions of radioactive substances 
from accelerator facilities is characterized by a dominant 
contribution of the external exposure from short-lived 
radionuclides in the plume. Ventilation outlets of accelerator 
facilities are often at low emission heights and receptors reside 
very close to stacks. Simplified exposure models are not 
appropriate and integration of the dose kernel over the 
radioactive plume is required. By using Monte Carlo 
integration with certain biasing, the integrand can be 
simplified substantially and an optimum spatial resolution can 
be achieved. Moreover, long-term releases can be modeled by 
sampling real weather situations. The mathematical 
formulation does not depend on any particular atmospheric 
dispersion model and the applicable code parts can be 
designed separately, which is another advantage. The obtained 
results agree within ± 10 % with results calculated for the semi-
infinite cloud model by using detailed particle transport codes 
and human phantoms. 

104 © 2007 American Chemical Society 
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Introduction 

The effective dose to members of the public due to airborne releases of 
radioactive substances from accelerator facilities is dominated by the external 
exposure to photon radiation of several short-lived radioactive gases such as the 
β + radionuclides n C , 1 3 N , 1 4 0 and 1 5 0 (511 keV annihilation photons) and the β" 
radionuclide 4 1 A r (1294 keV gamma rays). 

Dose conversion factors that were calculated for human phantoms 
submerged in a semi-infinite cloud of air containing various radionuclides can be 
found in the literature (see for example Reference (/)). They are used for 
situations typical around a nuclear power plant site, where members of the public 
reside sufficiently far away from the plant's stack so that the radionuclide 
concentrations in air can be considered as homogeneous. Such factors can lead 
to serious overestimations or even serious underestimations around a facility, 
where members of the public reside very close to a ventilation outlet (-100 m) 
that is often a short stack not exceeding much the height of an air-extraction 
building. The mean free path of a 511 keV photon in air of 90 m is comparable 
with the distance of the receptor to the source and usually longer than typical 
plume widths at short distances. It is clear that the semi-infinite cloud model is 
not appropriate in this case and that the shape of the radioactive plume must be 
taken into account to obtain realistic results. 

The procedure to be applied in such geometry is integration of the dose 
kernel over the radioactive plume, which leads to a numerical calculation of a 
three-dimensional integral from a complicated function describing the pollutant 
dispersion in the atmosphere. This chapter presents a method based on a Monte 
Carlo approach that gives a satisfactory approximation for the integral values, 
provided sufficient number of Monte Carlo events is processed, and overcomes 
some principal difficulties of a fixed-grid integral. In addition it is faster in most 
cases, especially for long-term releases for which averaged radionuclide 
concentrations derived from weather statistics enter the integrand. 

External Exposure from a Radioactive Plume 

The expression for the dose kernel integral due to photon radiation from a 
radionuclide distributed in air around a human body is derived from basic 
principles and has the following form: 

°r = fi^IWi,)^ ^ ( £ , A , 0 e x p ( - ^ 0 ^ ( r ) , 3 | . > ( ] ) 

where 
Dy = effective dose (Sv), 
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Q = released activity (Bq), 

ε = 1.602 χ 10"13 J M e V " 1 , conversion coefficient from MeV to J, 

p a i r =air density (kg m" 3 ), 

e k e r m a ( £ , ) = conversion coefficient for the isotropic external exposure (kerma-

in-free-air to effective dose) for the photon energy Ei and the given 

age group (Sv Gy" 1 ), 
μΛ, = linear energy absorption coefficient in the air with the density pair for the 

photon line / (m _ 1 ) , 
Ε, = energy of the photon line / (MeV), 
/, = intensity of the photon line / (absolute, i.e. 1 for 100%), 
μ{ = linear attenuation coefficient in the air with the density ρύχ for the photon 

line i (m" 1 ) , 

r = distance of the volume element d3x from the receptor (m), 
# ( £ , , / / / ) = dose build-up factor as a function of the energy £, of the photon 

line /' and the number of mean free paths from the volume element 

d3x to the receptor ptr, 

χ(χ) = dispersion factor at a place with a radius vector r ( s m" 3 ). 

The receptor is positioned in the origin of the coordinate system. The activity 
concentration of the radionuclide at the point r is a product of the release rate 
Q ( B q s - 1 ) and the dispersion factor χ(χ). The dose rate generated by the 
plume can be integrated in time, resulting in the dose value. Under stationary 
release conditions, the dose rate integration reduces to the release rate (Q) 
integration resulting in the released activity Q. Each air volume element d3r is 
a source of exposure into which all photon energy lines £, contribute with the 
intensities 7,. The energy emitted from a volume element d3x may be absorbed 
in the air around the receptor, giving rise to a dose absorbed in air, which is 
proportional to μ&ί/ρώΐ . The probability that an emitted photon will reach the 

receptor decreases with the distance to the volume element d3r following the 
\/r2 rule and it is proportional to the photon attenuation in air e x p ( - ^ r ) . The 
dose build-up factor Β accounts for the indirect exposure, for example through 
multiple Compton scattering in air of the emitted photons. To estimate the 
effective dose to a human, the dose absorbed in air is multiplied by the 
conversion coefficient e k e r n i a that depends on the photon energy and the 
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receptor's age. The difference between the dose absorbed in air and the kerma-
in-free-air can be neglected in this case. The linear absorption and attenuation 
coefficients are shown for the standard temperature and pressure (STP 1) air in 
Fig. 1. 

0.01 

NIST data set 
A = 1.29 kg/m3 (STP) 

0.1 1 
Photon energy (MeV) 

10 

Figure 7. Linear photon attenuation and absorption coefficients for air with the 
standard temperature and pressure1 (STP). Based on data from the 

Reference (2). 

The dose build-up factors can be interpolated from values determined by 
Chilton et al. (J) in a Monte Carlo simulation. A simpler approach is to use 
linear build-up factors Bym(E1pr) = \ + kpr in which the linear coefficient k 
depends on the photon energy through the photon attenuation and absorption 
coefficients, μ and μ&9 respectively: k = (μ-μΛ)/μ&. It can be derived from 

an energy equilibrium consideration (4). The coefficient k increases fast with 
the photon energy, reaches its maximum of 5.9 at 80 keV, and then it decreases 
rapidly to values below 1 beyond 1.6 MeV. The build-up factors from the 
reference (J) are about 20 % higher for photon energies around 100 keV but 
very close to the linear build-up factors for other energies. 

'273.15 Κ (0°C), 1.013 χ 105 Pa. 
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The conversion coefficients e k e r m a for adults can be taken from the ICRU 
Report 57 (5). Data for other age groups calculated by Yamaguchi are provided 
in the reference (6). In accordance with the recommendation of the ICRU, the 
isotropic irradiation geometry (ISO) shall be considered for this type of problem. 
Figure 2 compares the data set for adults from the reference (5) with the data sets 
for one-year old infants and adults from the reference (6). One can see strong 
photon energy dependence only for photons with energies below about 0.1 MeV. 

0.01 0.1 1 
Photon energy (MeV) 

Figure 2. Conversion coefficients for the external exposure (5, 6). 

Equation 1 does not take into account the bremsstrahlung radiation in air of 
electrons emitted during beta decay that can be neglected for strong photon 
emitters. However, the method shall be used with care for radionuclides emitting 
only rare and/or very low-energy photons such as 8 5 K r . 

The contribution of the skin dose due to electrons to the effective dose, Όβ , 

can be obtained easily by using radionuclide-specific dose conversion factors 
e s k i n from the reference (7) calculated for a semi-infinite cloud. The skin organ 
dose weighting factor of 0.01 defined in the ICRP Publication 60 (7) is applied: 

D^0.0\xQZreceskin. (2) 

The symbol xrec in Eq. 2 denotes the dispersion factor at the receptor's position. 
The range of beta radiation in air does not exceed several meters so that the 
spatial variations of the activity concentration in the plume can be neglected. For 
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radionuclides with strong photon radiation, Dp makes less than few per cent 

of DY. 

The numerical calculation of the integral in Eq. 1 in a fixed grid of space 
elements poses problems concerning the required computing power and it has 
also some principal difficulties. A simplification was suggested by Overcamp 
and Fjeld (4) that works, however, only with dispersion factors and dose build
up factors having the specific mathematical forms: the Gaussian plume model 
and the linear dose build-up mentioned above, respectively. It is not 
straightforward to decide to what longest distance from the receptor the 
integration shall be limited (how many mean free paths) or what integration grid 
is most suitable. Furthermore, i f a Cartesian coordinate system is used, a 
singularity at r -» 0 occurs and it is not straightforward to decide to what 
shortest distance from the receptor the integration shall be limited. The 
singularity can be removed by integrating in the polar coordinate system but the 
transformations from the Cartesian system to the polar system take computing 
time i f the Gaussian plume model, which is formulated in the Cartesian 
coordinate system, is used. 

A solution to these difficulties is avoiding a fixed grid by using a Monte 
Carlo integration method in which integration points are sampled randomly from 
continuous distributions. For radiation protection purposes, statistical 
uncertainties inherent to this method are fully acceptable i f they do not exceed 
few per cent. 

Monte Carlo integration 

An integral 

f ^ d h (3) 
r 

can be transformed into polar coordinates: 
00 

\έ~" f{r)£idr, (4) 
Ω 0 

where dQ is the solid angle element, and integrated by using a Monte Carlo 
method with biasing the length of the radius vector length r. Assuming r 
generated isotropically so that the radius vector length r follows the probability 
distribution dP/dr = μβ'^ , the integral transforms to a discrete sum 
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where Ν is the total number of the Monte Carlo events and r7 is the jth 

generated radius vector. The length of the radius vector r can be generated by 
using a simple formula: r = -\η[υ(0,\)]/μ with (7(0,1) being a number from a 
series of random numbers uniformly distributed in the interval (θ,ΐ). The dose 
Dy is then expressed in terms of Monte Carlo events as 

Dr=Q—Σ * k e r m a ( £ , ) — Ε ^ ^ Ε , , Μ , ^ χ ^ ) . (6) 
Pair / Mi " J = \ 

It is assumed in Eq. 6 that the receptor can be anywhere and hence the 
radius vectors ry are sampled from the whole space around it. In practice, the 
receptor is usually on the ground level and the dispersion factor χ below it is 
zero by definition. In this case, it is sufficient to sample the radius vector r only 
from the half-space above the ground level, saving the computing time and the 
random numbers, but the formula in Eq. 6 must be divided by 2. 

For long-term release scenarios, the dispersion factor is sampled according 
to the distribution of weather situations with the probability of a given situation 
to occur. The Monte Carlo integration then resembles more an analog Monte 
Carlo simulation. Dispersion factors for very rare weather situations need not to 
be computed always, as it is the case of the integration with a fixed grid, when 
the average dispersion factor must be calculated for each volume element. This 
is another important advantage of the Monte Carlo integration. 

At C E R N we use the standard Gaussian plume model with atmospheric 
stability classes defined by the scheme of Pasquill and Gifford (8). A weather 
situation is characterized by the average wind speed, the average wind direction 
and the atmospheric stability class. We use 20 wind-speed bins, 72 wind sectors 
and 6 stability classes. The two former parameters are randomly sampled within 
their bins so that their distributions are smooth. 

The convergence of the Monte Carlo integral was carefully studied for 
various conditions. The integral converges slower for situations with more 
inhomogeneous integrands, like for 
• Narrow plumes, 
• Receptors placed off-side the plume, 
• Photon energies around 0.1 MeV, where the build-up factor changes at 

highest with the number of photon mean free paths, 
• Radionuclides with too short half-lives ( TU2 < 1 min ), 

• Receptors placed very close to the source. 

For short-term releases characterized by a single Gaussian plume and for 
receptors placed in the plume, an acceptable convergence usually occurs after 
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106 events. For long-term releases and receptors placed in a zone affected by 
frequent winds, at least 107 events are usually needed. Processing of 106 events 
lasts several seconds on presently available desktop personal computers (code 
written in Compaq F O R T R A N for PC, double precision). The result should be 
handled with care if no reasonable convergence is achieved after more than 109 

events. This may indicate unsuitable receptor position and the case should be 
dealt with by using a different method. 

In practice we apply a simple convergence criterion to accept a result. The 
final value of the integral is considered to be the best estimate. The relative 
deviations of the integral values after Vi and V* of the total Monte Carlo events 
were processed are reported. Both the relative deviations should be smaller than 
few per cent and the 3/ 4 deviation shall be smaller than the XA one. More 
sophisticated criteria can be developed but the described one has proven to be 
satisfactory. 

A considerable acceleration of the code can be reached by grouping too 
numerous photon lines into energy bands limited by energies Em that are 
distributed uniformly on the logarithmic energy scale. Single photon energy is 
assigned to each band, which is an intensity-weighted average energy. The total 
intensity of all included photon lines is assigned to that average energy. Good 
results were obtained with Em - Em0(\ + a)m, where EmQ =0.01 MeV and 
a = 0.2. Usually no more than 15 energy bands are needed for a single 
radionuclide. For example, 42 known gamma lines of 4 0C1 ranging from 
0.26 M e V to 6.5 MeV (P) can be reduced to 18 gamma lines. The difference 
between the results obtained with the exact gamma line definition and the one 
described above was smaller than 2 % in typical cases and could be attributed to 
statistical fluctuations of Monte Carlo integrals. 

Verification 

The correctness of the Monte Carlo integration described in this chapter was 
tested through comparisons of its results with results of fixed-grid integration in 
fine spatial grids for various situations that may occur in practice. The results of 
both the methods were coherent proving the mathematical correctness of Eq. 6 
and the computer code. 

However, the model was also verified in its radioprotection aspect by 
comparing its results for a semi-infinite cloud with results obtained for this 
exposure geometry by using dose conversion factors from the literature. To 
simulate a semi-infinite cloud with a constant activity concentration, the 
dispersion factor was forced to a constant value in the computer code. Dose 
conversion factors were taken from two references: (a) the US EPA Report 402-
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R-93-081 (/), and (b) the Swiss directive HSK-R-41 (10). In the former 
reference, dose conversion factors for an adult phantom and a large number of 
radionuclides are computed in a very detailed way. The dosimetric quantity 
calculated in the US EPA report is the effective dose equivalent in the sense of 
the ICRP Publication 26 (//), whilst the directive HSK-R-41 provides values for 
the effective dose as defined in the ICRP Publication 60 (7)2. The two dosimetric 
quantities agree well for the external exposure, however (1). 

Figure 3 shows values of the effective dose and effective dose equivalent 
per released activity expressed in μ 8 ν / Τ Ι ^ for a number of radionuclides with 
increasing energy of emitted photons, from 2 4 1 Am (14 keV X-rays, 26 keV and 
60keV gamma rays), through the positron emitters n C , l 3 N and 1 5 0 (511 keV 
annihilation photons), up to 2 4 N a (1.40 MeV and 2.75 MeV gamma rays). Note 
that 2 4 1 A m is an alpha emitter for which the dominating exposure pathway is 
inhalation. It was included in the test because it emits low-energy photons and 
dose conversion factors for the external exposure are available in the literature 
for this common radionuclide. The doses calculated by using the Monte Carlo 
dose kernel integration model Όγ + ϋβ agree within ±10 % with those derived 

from the dose conversion factors from the literature, whilst the dose conversion 
factors from the literature differ by as much as 20 %. Such accuracy is sufficient 
for radioprotection purposes. 

It seems that Eq. 1 systematically overestimates for radionuclides emitting 
photons with low energies ( 2 4 i A m , 5 7 Co), probably due to the factorization of the 
kerma-in-free-air to effective dose conversion coefficients and the dose build-up 
factors in air. Note that the conversion coefficients decrease rapidly with photon 
energy below 0.1 MeV (Fig. 2). The dose built up from secondary processes like 
Compton scattering in air is due to photons with lower energies than the original 
photon energy, yet a greater conversion coefficient for the original photon 
energy is applied. Nevertheless, such behavior is acceptable because it is 
conservative and because the external exposure is less important for 
radionuclides emitting low-energy photons (Fig. 3, note the logarithmic scale). 

1 Effective dose equivalent is the weighted average of the annual dose 
equivalents, each weighted by a tissue or organ weighting factor. The dose 
equivalent is the product of the quality factor and absorbed dose in the tissue or 
organ. Effective dose is the weighted average of equivalent doses, each weighted 
by the appropriate tissue weighting factor. The equivalent dose is the dose 
absorbed in an organ or tissue multiplied by the relevant radiation weighting 
factor. Although the mathematical formulations of the two dosimetric quantities 
are similar, the classifications of organs and tissues, tissue weighting factors, 
quality factors and radiation weighting factors are different. To avoid confusion, 
the ICRP used different names for the dosimetric quantities. 
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Figure 3. Comparison of results for semi-infinite cloud irradiation geometry 
obtained with dose conversion factors from the literature and with the Monte 

Carlo integration. 

Conclusions 

The presented Monte Carlo dose kernel integration method for calculating 
the external dose from a radioactive plume is fast and its uncertainties are 
acceptable. Its mathematical formulation does not depend on any particular 
atmospheric dispersion model and can be applied to more sophisticated 
dispersion models that could be developed in the future. The method is suitable 
for places downwind of ventilation outlets. Difficulties may occur at off-wind 
places but these are usually out of the area of concern because the exposure at 
such places is considerably lower then downwind. The method shall be used with 
care for radionuclides emitting hard beta radiation and photon radiation with too 
small intensity and/or energy. 

The development of the method was motivated by difficulties encountered at 
accelerator facilities but the method can be applied to any similar problem, like 
ventilation outlets of a uranium mine. 
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Although the integrand is a complicated function of many variables, all parts 
can be programmed separately as functions or subroutines and tested thoroughly. 
The Monte Carlo loop is, however, very simple (several code lines) so that 
programming errors are improbable to occur. In the end, the complete program 
can be easily verified by running it for the semi-infinite cloud geometry so that a 
validated code is obtained. 
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1. Introduction 

Modern radiation dosimetry depends increasingly on human anatomical 
modeling and radiation transport simulation. A worker can be routinely or 
accidentally exposed to an internal and/or external ionizing radiation source as a 
result of radiological contamination. Similarly, a cancer patient is irradiated by 

© 2007 American Chemical Society 115 

Chapter 9 

Modeling of Human Anatomy for Radiation 
Dosimetry: An Example of the VIP-Man Model 

X. George Xu 

Nuclear and Biomedical Engineering, Rensselaer Polytechnic Institute, 
Troy, NY 12180 

Radiation transport calculations to determine the dose in 
various organs of the human body for radiation protection of 
workers rely on a model or models of the human anatomy. We 
have developed the Visible Photographic (VIP)-Man model 
from segmented and labeled Visible Man cadaver image set 
containing about 100 radio-sensitive organs and tissues. The 
voxel size is 0.33 mm χ 0.33 mm χ 1.0 mm and the whole-
body contains about 3.7 billion voxels. The VIP-Man model 
has been coupled with various Monte Carlo codes to simulate 
occupational and medical exposure scenarios. Recently, a 
preliminary study has developed a 4D version of the VIP-Man 
model to account for respiratory and cardiac motions. This 
chapter discusses the history of the modeling and future issues 
to be addressed. 
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seeds. Assessment of radiation doses for radiation protection purposes relies 
largely on a few sets of basic dosimetric quantities that are derived from whole-
body human models. For example, the fluence-to-dose-equivalent conversion 
factors for various organs are the basis for designing radiological facilities and 
for calculating dose to a worker/patient exposed to radiation external to the body 
(7). For assessing dose to target organs due to radionuclides internally deposited 
in the source organ(s) following an accidental intake or a nuclear medicine 
procedure, the specific absorbed fractions (SAFs) or the specific effective 
energies (SEEs) are used (2-4). The whole-body radiation cancer risk can then 
be assessed by using ICRP methodologies for effective dose or effective dose 
equivalent (3,5). The conversion factors and SAFs have been pre-determined 
using full-body human anatomical models and Monte Carlo calculations. 
Radiation treatment planning involving Monte Carlo simulation is performed 
using patient-specific images covering a portion of the body. These dosimetric 
tasks involve careful specification of the human body geometry and the 
irradiation conditions (radiation energy and direction etc). Radiation transport 
and energy deposition in the body are often calculated using a Monte Carlo code. 
It is apparent that the accuracy of these dosimetric quantities (and others derived 
from them) depends upon the modeling of the body, radiation environment, and 
Monte Carlo radiation transport. Recently, there has been a paradigm shift in the 
way human models are developed for radiation protection dosimetry. This 
chapter summarizes the latest effort in the human modeling for radiation 
simulations. 

Computational models of the human body for radiation protection dosimetry 
have evolved into two types: 1) Equation-based stylized models, where organs 
are delineated by a combination of simple surface equations, and 2) Image-based 
tomographic models, in which organs are defined from segmented and labeled 
volume elements (voxels) from tomographic images of real individuals. An 
emerging third type of the models uses a hybrid method. 

Stylized Models 

Early models representing the human body were mostly homogeneous slabs, 
cylinders, and spheres. The first heterogeneous anthropomorphic model was 
devised at Oak Ridge National Laboratory for the Medical Internal Radiation 
Dose (MIRD) Committee of The Society of Nuclear Medicine (4,6,7). This 
model, known as MIRD Phantom, was based on the "Reference Man" for 
radiation protection purposes (8). Reference Man was defined as a 20-30 year 
old Caucasian, weighing 70 kg and 170 cm in height. The original MIRD 
phantom was analytically described in three principal sections: an elliptical 
cylinder representing the arm, torso, and hips; a truncated elliptical cone 
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representing the legs and feet; and an elliptical cylinder representing the head 
and neck, as shown in the Fig. 1. 

The stylized mathematical descriptions of the organs were formulated based 
on descriptive and schematic materials from general anatomy references. The 
goal of this approach was to make the equations simple, thus minimizing 
computing time. For example, the stomach wall (the football shape in Fig. lc) is 
defined as the volume between two concentric ellipsoids (9): 

{ a ) { b ) { c ) [a-dj [b-dj [c-dj 

The mathematical descriptions of the organs were formulated based on 
descriptive and schematic materials from general anatomy references. The goal 
was to make the mathematical equations simple, thus minimizing computation 
time (4,10,11). More than 40 organs and tissues were specified, with basically 
three media of distinct densities: bone, soft tissue, and lung. Later improvements 
at Oak Ridge National Laboratory have led to a "family" of models having both 
genders at various ages (9). Others have developed similar models known as the 
"Adam" and "Eva" (12). One of the most recent improvements is a newly 
revised head and brain model (13). These MIRD-based models have served 
practically as the "standard" to radiation protection dosimetry community. For a 
comprehensive listing of papers and discussions on the earlier models, the 
readers are referred to ICRU Report 48 (14) and ICRP Publication 74 (77). For 
more than two decades, MIRD-based mathematical models allowed the radiation 
protection community to gain important insights into the distribution of organ 
doses that were difficult or impossible to study with physical phantoms. 

It is clear, however, that the human anatomy is too complex to be 
realistically modeled with a limited set of equations. As such, many anatomical 
details in the mathematical models had to be compromised. In spite of the effort 
to develop more complicated mathematical models, they remain simplified and 
crude. For instance, the skeleton in the stylized adult male model does not 
resemble a human, and the radiosensitive red bone marrow is not represented. 
Many researchers have begun to realize that today's computers are so powerful 
that it is technically no longer necessary to limit the geometry representation to 
overly simplified shapes. 

Tomographic Models 

In the past decade, a new class of computational models has emerged with 
the advent of 3D tomographic imaging. These models contain large arrays of 
voxels that are identified in terms of tissue type (soft tissue, hard bone, air, etc) 
and unique organ identification (lungs, liver, skin, etc). 3-D medical imaging 
techniques, such as Computed Tomography (CT) and Magnetic Resonance 
Imaging (MRI), have advanced remarkably, allowing us to easily visualize the 
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internal structures of the body and to store the images in versatile digital formats. 
In radiation treatment of cancer patients, Monte Carlo techniques are applied to 
patient CT images for patient-specific treatment planning (75). For radiation 
protection, one is interested in the modeling of entire body, while in the radiation 
treatment, only the portion of the body with a tumor is studied. 

Tomographic images reveal patient internal structures accurately, but time-
consuming segmentation and classification are necessary to implement the 
models for radiation transport calculations in a Monte Carlo code. To date, more 
than 20 whole-body tomographic models have been constructed (e.g., 16-22). 

Monte Carlo Methods 

Analytical calculations for the transport of the radiation through media can 
be performed only in very simple geometries and under severe approximations. 
Monte Carlo methods, which are based on first principles, provide the only 
practical way of performing accurate calculations of 3-D dose distributions from 
particle interactions in a complex target such as the human body. The earliest use 
of a Monte Carlo simulation technique was around 1873 (23). The real 
development and application of the technique, however, stemmed from work on 
the atomic bomb during World War II by von Neumann, Ulam, and Fermi. 
Neumann coined the term "Monte Carlo" to reflect the idea that a conceptual 
roulette wheel could be employed to select the random nuclear processes. Today, 
a computer-generated random number between 0 and 1 is used for this purpose. 
The random number determines which interaction will occur by comparing 
probabilities (i.e., cross sections) of each interaction to statistically sample of the 
probability density functions. The process is repeated and a particle is tracked in 
the target until it deposits all its energy or escapes. When a large number of 
particles (usually several millions) are studied this way, the results accurately 
predict the physical processes that may be experimentally determined. Validation 
of a code must be performed before the code may be used for calculations. 

The widespread acceptance of computational models in radiation dosimetry 
was made possible by the availability of well-validated and maintained Monte 
Carlo codes and very fast personal computers since the late 1980s. Among all 
the Monte Carlo codes, there are four general purpose codes that have been 
widely used in the United States and elsewhere: 1) EGS4, originally developed 
at Stanford Linear Accelerator Center, is well known for its detailed physics 
treatment involving electron-gamma showers (24). Electron transport algorithms, 
such as the PRESTA, make EGS4 one of the most sophiciticated and efficient 
photon/electron code ever developed; 2) M C N P , originated from Los Alamos 
National Laboratory, has the capbility to transport photons, neutrons, and, since 
the version 4B, also the electrons (25). M C N P has a generalized input capability 
allowing a user to model a variety of source and detector conditions without 
having to modify the source code itself. The "lattice structure" feature facilitates 
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the definition of repeated "cells." 3) M C N P X , released in 1999, is a newly 
merged code that combines the theoretical models of the L A H E T Code System 
with the general features of the M C N P to provide a fully-coupled treatment of 
the transport problem (26). The G E A N T 4 code, which calculates photons, 
electrons, neutrons and heavy charged particles such as protons, is an object-
oriented toolkit of libraries based on the powerful programming language C++ 
(27). These codes represent the state-of-the-art in terms of the radiation physics, 
cross-section data and physical models involving photons, electrons, neutrons, 
and protons. 

The following section of this chapter presents the development of a 
tomographic model, called VIP-Man , using images from National Library of 
Medicine's Visible Human Project®, and implementation of the model in 
various Monte Carlo codes for radiation protection and medical physics 
radiation dosimetry. 

2. Materials and Methods 

At an early stage of our project, several unique sets of whole-body 
CT/MR/color photographic images from the National Library of Medicine's 
(NLM) Visible Human Project® (VHP) became available (28). The ambitious 
goal of the VHP, which was conceived in 1988 and initiated in 1991, was to 
build the most detailed digital image library about the anatomy of an adult male 
and an adult female (29,30). 

Cadavers that were considered "normal" and representative of a large 
population were evaluated. The donated body of a recently executed 38-year-old 
male from Texas was the first specimen to be selected for V H P . Later, a 58-year-
old female was also obtained. To ensure the applicability, it was decided that the 
image data needed to be documented in several common formats used by 
radiologists and other physicians. Eventually, four modalities were used: 
traditional X-rays and CT scans to optimally visualize bone, MRI for soft tissue, 
and color photographs for definitive resolution. The photographs, which had the 
finest resolution, were used to provide a standard for comparison (Fig. 2). 
Generally, image format consists of many pixels (picture dements). The 3-D 
volume of the tissue is called a voxel (volume element), and it is determined by 
multiplying the pixel size by the thickness of an image slice (57). 

Transversal MRI images of the head and neck and longitudinal sections of 
the rest of the body were obtained at 4 mm intervals. The MRI images are in 256 
χ 256 pixel resolution. Each pixel has 12 bits of gray tone resolution. The voxel 
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size for MRI data (torso portion) set is 1.88 mm χ 1.88 mm χ 4 mm. The C T 
data consists of transversal CT scans of the entire body taken at 1-mm intervals 
at a resolution of 512 pixels χ 512 pixels where each pixel is made up of 12 bits 
of gray tone. The voxel size for the CT data set (torso portion) is 0.94 mm χ 
0.94 mm χ 1 mm. The transversal anatomical photographs for both male and 
female cadavers are 2048 pixels by 1216 pixels where each pixel is defined by 
24 bits of color. The anatomical photographs are at 1-mm thick slices for the 
male cadaver and 0.33-mm for the female. There are a total of 1871 slices CT 
and anatomical photographs (male), respectively. The transversal anatomical 
images were obtained by photographing the top surface of the body block after 
removal of (by shaving) each successive millimeter (0.33-mm for the female) by 
a cryomacrotome. These color photographic data set for whole-body has a voxel 
size of 0.33 mm χ 0.33 mm χ 1 mm for the male (0.33 mm χ 0.33 mm χ 0.33 
mm for the female). V H P images have been available in public domain 
(www.nlm.nih.gov/research/visible/). Since then, computer engineers and 
anatomists, working together, have devoted unprecedented effort to classifying 
and visualizing the data sets. For many years, the Visible Human Male is by far 
the most complete computerized database of the human body ever assembled 
(32). Between 1998 and 2000, we spent considerable amount of time with the 
Visible Human color photographic images of the male to develop and apply a 
radiation dosimetry model called Visible Photographic Man, or VIP-Man (28). 

Steps to Construct Whole-Body Model 

In addition to adapting original V H P images, three more steps had to be 
completed to construct the VIP-Man model: 1) Identify and segment the organs 
or tissues from the original images; 2) Assign physical properties to organs or 
tissues; and 3) Implement the anatomical data into a Monte Carlo code. These 
steps are discussed in details next: 

The original color photographs for the male had been identified and 
segmented mostly by manual procedures to yield up to 1400 structures (52). 
Figure 3 shows the segmented and labeled gastrointestinal tract. 

Organs or tissues adopted to construct VIP-Man include the adrenals, 
bladder, esophagus, gall bladder, stomach mucosa, heart muscle, kidneys, upper 
and lower large intestine (ULI and LLI), liver, lungs, pancreas, prostate, skeletal 
components, skin, small intestine, spleen, stomach, testes, thymus, thyroid, etc. 
Additional automatic and manual imaging processing and segmentation were 
performed by this group to obtain the gray matter, white matter, teeth, skull CSF, 
stomach mucosa, male breast, eye lenses, and red bone marrow. Traditional 
image processing techniques were employed to identify tissues based on color 
separation (for example, redness for red bone marrow). The GI tract mucosa was 
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realistically represented, except for stomach, where one voxel layer on the inner 
surface of the wall was used. The final list covers "critical" organs or tissues 
that have been assigned "tissue weighting factors" (3,5,33). Other organs or 
tissues are included because their potential roles in biomedical engineering 
applications. Once an organ or tissue has been segmented, the associated voxels 
could be arbitrarily colored for visualization. 

3. Results and Discussion 

In comparison with the stylized models, the anatomical differences are 
strikingly obvious. As shown in Fig. 4, major organs appear to have very 
different geometrical shapes and locations. 

VIP-Man is fatty, having nearly 20 kg more in fat than the Reference Man. 
The major organs seem to have much more similar masses than the Reference 
Man. The body had slight increase in body volume after it was frozen, causing 
the weight also to increase. The height of VIP-Man is 186 cm, taller than the 
Reference Man, which has been recently modified to be 174 cm in height and 73 
kg in mass (34). The major organs have fairly similar masses. Technically, VIP-
Man can be easily re-scaled by a user if necessary, so that the height and total 
weight agree even better with the Reference Man. 

For bioengineering applications, organs or tissues of interest have to be 
related to appropriate physical properties. For radiation protection purposes, the 
average tissue compositions and densities recommended in ICRP 23 were used 
to tag each voxel in VIP-Man (8). This step allows the radiation interaction cross 
section library in a Monte Carlo code to be linked to each voxel for radiation 
transport simulations. 

Computers have limited amount of random accessible memory (RAM). 
Although today's technologies are much more advanced than a few year ago, the 
maximum "useable" R A M for a typical PC is often less than 2 GB, seemingly 
less than the size of VIP-Man containing a total of about 3.7 billion voxels and 
additional coding. A significant amount of effort was required to reduce the 
memory burden by using an innovative look-up table (LUT) algorithm (35). 

Several breakthroughs on handling the huge image data were made during 
this study and the VIP-Man model has been successfully used to compute organ 
doses for radiation protection involving photons (36-38), electrons (35,39), 
mixed photons/electrons (40,41), neutrons (42,43), protons (44) and general 
dose comparisons (45). 

Currently, a Consortium of Computational Human Phantoms 
(www.virtualphantoms.org) has been formed to create a library of models that 
take into account of variation of gender and age by including representative 
images. These models are hoped to allow clinical applications in CT imaging, 
nuclear medicine and radiation beam therapy to be safer and more effective. 
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In the future, the Digital Human model that is centered around the VIP-Man 
model may be designed to serve as research testbeds covering anatomical 
geometry modeling, radiation treatment planning, 4D CT imaging algorithm and 
virtual surgical simulations. For example, a GeometryModelingBed will expand 
the VIP-Man model from 3D to 4D using the Non-Uniform Rational B-Splines 
(NURBS) to define the surfaces of the organs of the VIP-Man and clinically 
obtained respiratory motion data (46). A RadiationPLanningBed will study 
advanced radiation treatment method (47). A TomoImagingBed will be aimed at 
studying x-ray imaging optimization that yields good image quality and 
acceptable patient exposure, as shown in Fig. 5. A BiomechanicalBed will 
address issues related to the generation of multimodal virtual environments for 
surgical training (48). There is also a need to create a physical phantom of the 
VIP-Man so certain experiments can be performed to "validate" the calculated 
data. In addition, we are developing physical phantoms using 3D rapid 
prototyping and Computer Aided Design technologies. Descriptions of projects 
are available at RRMDG.rpi.edu. 

4. Conclusions 

Human anatomical models have been used for diverse nuclear applications 
including workers and patients. The radiation protection community is shifting 
from stylized modeling to tomographic modeling that is more realistic in 
anatomy and physiology. An adult male whole-body model, VIP-Man, has been 
constructed from the color photographic images of the well-known Visible 
Human Project®. VIP-Man has been adopted into the state-of-the-art Monte 
Carlo codes, EGS4, M C N P , and M C N P X for radiation transport studies and 
organ dose calculations involving photons, electrons, neutron, and protons. To 
date, VIP-Man represents one of the world's finest and most complete human 
anatomical models, containing small tissues, such as skin, GI tract mucosa, eye 
lenses, and red bone marrow, that were not (or not as realistically) represented in 
the stylized models and other image-based tomographic models. The new 
capability in multiple particle transport and in 4D organ motion simulations not 
only provides needed radiation protection dosimetric data but also opens doors 
for applications in radiotherapy. 

In the long term, an excellent opportunity seems to be within reach in 
establishing a centralized digital human biomedical engineering testbeds that can 
yield insight into exciting frontiers of research. These applications are based on 
radiological and mechanical properties that can be combined with the VIP-Man 
anatomical model. We are hoping to eventually extend the digital human 
platform horizontally to include additional engineering applications, such as 
multiphase flow (for human respiratory and circulatory systems) and biochemical 
engineering (for drug discovery and virtual clinical trials), and vertically to 
include models at the cellular and molecular levels. 
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Figure 4. The VIP-Man model has obviously different anatomical 
representation from the stylized model 

Figure 5. A TomoImagingBed will be aimed at studying x-ray imaging 
optimization. 
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Chapter 10 

Thermohydraulic and Nuclear Modeling of Natural 
Fission Reactors 

Jason C. Viggato and William G. Culbreth 

Department of Mechanical Engineering, University of Nevada at Las Vegas, 
4505 Maryland Parkway, Las Vegas, N V 89154 

A comprehensive computer code was developed to model 
the thermohydraulic behavior and criticality conditions that 
may have existed in the Oklo natural reactors. A two-
dimensional finite difference numerical model that 
incorporates modeling of fluid flow, temperature profile, 
nuclear fission and subsequent heat generation was developed. 
The operating temperatures ranged from about 456°K to about 
721°K. Critical reactions were observed for a wide range of 
concentrations and porosity values (9 to 30 percent U O 2 and 
10 to 20 percent porosity). Periodic operation occurred in the 
computer model prediction with U O 2 concentrations of 30 
percent in the core and 5 percent in the surrounding material. 
For saturated conditions and 30 percent porosity, the model 
predicted temperature transients with a period of about 5 
hours. Kuroda predicted 3 to 4 hour durations for temperature 
transients. The large instantaneous jumps in temperature could 
be an indication of the violent ejection of water that Kuroda 
predicted, resulting in ongoing geyser activity. The range of 
temperatures simulated by the computer model within the Oklo 
reactors agreed with evidence from the Oklo geology. 

© 2007 American Chemical Society 131 
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1. Introduction 

Since the discovery and use of atomic energy, there has been an enormous 
problem with the disposal of waste products produced by radioactive material. 
Experimental verification of proposed nuclear waste storage schemes in geologic 
repositories is not possible, however, a natural analog in the form of ancient 
natural reactors that existed in uranium-rich ores may be used. Two billion years 
ago, the enrichment of natural uranium was high enough to allow a sustained 
chain reaction in the presence of water as a moderator. Several natural reactors 
occurred in Gabon, Africa and were discovered in the early 1970's. These 
reactors operated at low power levels for hundreds of thousands of years. Heated 
water generated from the reactors also leached uranium from the surrounding 
rock strata and deposited it in the reactor cores. This increased the concentration 
of uranium in the core over time and served to "refuel" the reactor. This has 
strong implications in the design of modern geologic repositories for spent 
nuclear fuel. The possibility of external criticality events in man-made 
repositories exists after waste package degradation and the geologic evidence 
from Oklo suggested how those events might progress and enhance local 
concentrations of uranium. 

Naudet (/) demonstrated that spontaneous criticality could occur in high-
grade sandstone ore when the uranium concentration was about 10 % for a layer 
two meters thick. These ores were rare, but did exist in the Oklo natural reactor 
zone. "Therefore, fission reactions can begin in small volumes with the resulting 
heat-inducing convective circulation which causes desilicification and 
argillization of sandstones" (7). The extremely hot fluid circulation may have 
resulted in leaching of uranium from the surrounding area as well as uranium 
migration, resulting in an increase of the concentration of fissionable material in 
the reactor zone. Areas that were depleted in uranium and that contained no 
fission products were discovered around the reactor zone. This is evidence that 
uranium migration occurred and that the result was a concentrated zone of 
uranium rich ore at the center of the reactor. "Thus, hydrothermal processes 
resulting from fission reactions produce an increase in uranium and support the 
on-going nuclear reactions" (7). Curtis and Gancarz (2) studied radiolysis in 
nature, through use of the Oklo reactor geologic data. The natural reactor 
operating temperatures were found to be between 450°C and 600°C. Analyses of 
the chemical composition in the reactor zones showed that the amounts of 
magnesium and uranium greatly exceeded the values in normal ore. These 
excessive amounts may have been increased by convective circulation during the 
reaction. A n increase in the amount of uranium provided additional fissionable 
material, thus prolonging the life of the nuclear reaction. The occurrence of the 
nuclear reaction implied that high concentrations of uranium existed in zones 
prior to the convective circulation. 
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Kuroda (J) discussed the transient mode of operation for the natural reactor, 
which periodically shut down and then restarted. He suggested that the reactor 
operating temperature was in the range between the boiling point of iodine 
(183°C) and the melting point of tellurium (452°C). Xenon data was used to 
calculate the time interval in which the reactor operated and then shutdown. This 
data yielded values of the period to be between about 3 to 4 hours. Kuroda noted 
the similarity of these values to the duration of the eruption (181 minutes) of the 
Big Geyser at the Naruko Hot Springs in Japan. These results indicated the 
natural reactors at Oklo might have behaved in a manner similar to that of 
modern geysers. 

Culbreth and Viggato (4) conducted a study to determine the depth and 
pressure at which the Oklo natural reactors occurred. A nuclear criticality code 
was developed to replicate the conditions at Oklo. From the program, the infinite 
neutron multiplication factor, , was computed as a function of temperature and 
pressure. The functions were then curve-fitted and analyzed for the conditions 
that would have led to the minimum and maximum temperatures suggested by 
Kuroda (J). It was observed that reactor performance was heavily dependent on 
water density. As the temperature inside the reactor rose above 710 °K, 
superheated water would expand and k^ would decrease. The decrease in the 
infinite neutron multiplication factor lead to a lower power output, and thus the 
cooling of the water inside the reactor. The minimum deviation occurred at 
values of 48.4 MPa and 44 MPa based on Kuroda's data. This corresponds to 
two sets of depths depending on whether hydrostatic or lithostatic pressures 
occurred at reactor depth during operation. Curve fits showed that in order for a 
geologic reactor to operate between the geologic temperature and the upper 
temperature range, the pressures must have been hydrostatic produced by the 
rock corresponding to a depth of 4.5 to 4.8 km. 

Geologic records have been studied and documented in the Oklo reactor, 
and through use of this data, a natural analogue for geologic repositories is 
proposed. The results of this work and the possible implications for the design of 
a geologic repository are presented. The Oklo code was pursued in the interest of 
developing a computer model to replicate conditions and behavior found to 
occur in core samples at the Oklo reactor site, as well as those hypothesized by 
previous researchers. The focus of this investigation was to determine the reactor 
operating conditions such as the temperature range over time, flow patterns and 
the possibility of periodic fluctuations during critical operation. 

2. Code Description 

A transient computer model of Oklo has been developed to conduct 
parametric studies of the conditions that led to sustained fission. In this model, 
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uranium concentrations, porosity, pore saturation and temperature within the 
core have been predicted based on the transient behavior. Transient behavior is 
extremely important in the operation of the reactor. After a study of the relative 
concentrations of radionuclides with the cores at Oklo, Kuroda indicated that the 
reactors operated with a periodic output. It was suggested that this might have 
resulted in the forceful ejection of superheated water from the reactors in the 
form of geysers. This water would have also contained fission products. If 
degradation of waste packages in a repository occurred and similar conditions 
existed, this could lead to the possible transport of radionuclides into the outside 
environment. 

The theory used to compose the computer model has been taken from the 
areas of heat transfer and fluid flow within porous media, along with nuclear 
criticality. A finite difference approach was used to model flow in and around 
the reactor. The equations for neutron flux (1), temperature (2), and fluid flow 
through use of stream functions (3) within the reactor zone were solved through 
a Gauss-Seidel iteration with Successive Over Relaxation method. 

6Φ 

vdt 

( A 
= D 

Θ2Φ ( δ2Φ 

dx2 dy2 
(D 

dT 

dt PfCp 

d2T d2T 

dx2 dy a 

dy/ dT [ di// dT 

dy dx dx dy 

dx1 dy1 Mf {dy dx J 

(2) 

(3) 

The computer program developed consisted of one-group neutron theory, 
two-dimensional fluid flow and heat transfer in a porous medium, and 
thermodynamic properties of water. Since all fission reactions were due to 
thermal neutrons (slow neutrons), fast neutron groups were neglected. A l l of the 
program, subroutines and functions were written in Fortran 90 source code. 

A main program called the various subroutines, and then calculated stream 
functions, temperatures, velocities and pressures, checked for convergence and 
carried out the appropriate number of iterations. During calculation of quantities 
that involved thermodynamic properties of water, the appropriate function for 
the property needed was called by passing the pressure, temperature and any 
other variables required. Functions computed dynamic viscosity, thermal 
conductivity, specific heat, density, and the compressibility factor for water. A l l 
functions were valid within a temperature range up to 1450°C and pressures up 
to 100 MPa, extending beyond the range of operation of the Oklo reactors. Rock 
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properties were considered to be that of sandstone (Si0 2), with five percent 
concentrations of A1 2 0 3 and F e 2 0 3 within each volume. Porosity of sandstone 
may be varied, while the pores at this depth were considered to be fully 
saturated. 

Neutron flux was calculated by calculating the number densities of each 
element, macroscopic cross-sections corrected for temperature, factors of the 
four-factor equation, logarithmic energy decrement and the diffusion coefficient. 
Hydrogen was a moderator, and the fission process depended upon the number 
density of hydrogen, as well as other elements and their isotopes, present in the 
system. The only hydrogen found in the reactor was found in the form of water, 
and the density changed with temperature. As the density went down, so did the 
number density of hydrogen. Temperature and pressure were passed into the 
function for the density of water during each iteration, and for each time step 
until convergence was achieved. Various values of the four-factor equation along 
with the diffusion coefficient were then calculated. The neutron diffusion 
equation was then solved and checked for convergence. This cycle was repeated 
until the convergence criterion for the neutron flux was satisfied. A heat 
generation rate produced by fission was then calculated from the converged 
value of neutron flux. An iteration for temperature was then started and carried 
out until the convergence criterion was accomplished. Stream function affects 
the overall temperature through convective dissipation. As the temperature 
increased, changes in the density of water within the reactor also occurred, 
leading to movement of water due to natural convection. The stream function 
computation was carried out in the same manner as both the neutron flux and 
temperature iterations. 

3. Results 

The Oklo reactor model was approximately 6 m long by 1 m high as shown 
in Fig. 1. An impermeable layer of clay below the reactor prevented the flow of 
water and another impermeable layer of clay capped the uranium-rich sandstone 
shown at the top of the figure. The two-dimensional reactor geometry 
represented a cross-section of a semi-infinite slab reactor extending in the z-
direction. Three cases of U 0 2 concentrations in the reactor core were 
investigated; 9, 15 and 30 percent. The reactor core was placed at the bottom of 
this model to represent the geology of a confined wall where the reactor was 
above a clay substrate. This type of configuration was witnessed in the 
geological remains of the Oklo and Cigar Lake deposits. 
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Figure 1. Oklo natural reactor geometry. 

The core of the Oklo reactor contained the highest concentration of 
uranium. The surrounding sandstone contained 5 percent U 0 2 concentration. 
Core uranium concentration of 9 percent was chosen as the lower limit because it 
was the lowest concentration that would allow criticality to occur. This 
percentage also coincided with Naudet's work, which predicted minimum 
concentration levels of 10 percent within uranium-rich sandstone. Throughout all 
runs, 2 3 5 U enrichment values of 3.5 percent were used, as this is the approximate 
calculated natural abundance of 2 3 5 U two billion years ago. The porosity of the 
sandstone was also varied to investigate the effect that water content had on the 
behavior of the reactor. Porosity values used were 10, 20, and 30 percent for the 
sandstone in which the reactor resided. Limits of 1750 °K for the temperature 
and 1 χ 10 1 7 neutrons m" 2 sec"1 for the neutron flux were applied to maintain 
reasonable neutron flux and temperature values during power excursions. 
Isothermal conditions were used at the reactor walls for temperature, pressure, 
stream function and neutron flux. A temperature of400 °K was used to represent 
the geothermal temperature and a pressure of about 40 MPa corresponding to a 
depth of about 4.5 km. Stream function and neutron flux values of zero were 
used at the boundaries, a condition which allowed no fluid or neutron transfer 
across the reactor walls. 

Figure 2 shows temperature profiles for 9 percent concentration in the 
reactor core and 5 percent for the surrounding area of U 0 2 and porosity ranging 
from 10 to 30 percent. Temperatures in Fig. 2 show two main differences 
between the various values of porosity; initial peak temperature and the steady 
state temperature. As the porosity increased, the initial temperature and steady 
state temperatures increased. 

Figure 3 gives the temperature plots for concentrations at the reactor core of 
15 percent with varying porosity. Once again the initial peaks were higher with 
higher porosity, however the steady state temperature for 30 percent porosity is 
slightly lower than that of the 20 percent case. A l l the curves have similar 
profiles to those observed in Fig. 2. 
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1800 

400 
0 2 4 6 8 10 12 14 16 

Time (hrs) 

Figure 2. Temperatures for 9 percent concentration at the core and 5 percent in 
surrounding areas of U02 for varying sandstone porosity for the center of the 

Reactor. 

1800 

400 -I . . . • 1 
0 2 4 6 8 10 12 14 16 

Time (hrs) 

Figure 3. Temperatures for 15 Percent concentration at the core and 5 percent 
in surrounding areas ofU02 for varying sandstone porosity for the center of 

the reactor. 
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The last set of cases for 30 percent concentration for temperatures at the 
center of the reactor is given in Fig. 4. The temperature behavior for 10 and 20 
percent behavior exhibit similar trends as those seen in the 9 and 15 percent 
concentration cases. A noticeable difference was observed in the 30 percent 
porosity case. The initial spike occurred and decayed normally. Instead of the 
decay to steady state temperature as seen in other runs, a second transient 
occurred and then decayed to a steady state temperature. The presence of a 
second transient indicated the possibility of periodic operation of the reactor as 
Kuroda states. The first and second peak to trough temperature change occurred 
over about 5 hours. These times are only slight greater than the 3 hour period 
Kuroda concluded the reactor operated in by examining xenon concentrations. 
The periodicity was directly affected by the thermohydraulics and 
thermophysical properties of water. 

1800 

400 -ι 1 1 1 1 1 « « » 

0 2 4 6 8 18 12 14 16 

Time (hrs) 

Figure 4. Temperatures for 30 percent concentration at the core and 5 percent 
in surrounding areas ofU02 for varying sandstone porosity for the center of the 

reactor. 
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4. Discussion and Conclusions 

A two-dimensional numerical model that incorporates modeling of fluid 
flow, temperatures, and nuclear fission was developed for the Oklo natural 
reactors. Various combinations of U 0 2 in the reactor core and porosity were 
studied to determine the effect both have on the operating temperatures, neutron 
flux behavior, flow characteristics and operating modes of the reactor such as the 
possibility of periodic heat generation. 

Temperature profiles were shown to have a large spike in the initial start up 
of the reactor and then decay to a steady state temperature for all cases except 
that of 30 percent U 0 2 concentration at the reactor core with 30 percent porosity. 
The operating temperatures ranged from about 456 °K to about 721 °K. These 
temperature ranges agree exactly with Kuroda's (3) predicted ranges and the 
upper limit agrees with Curtis and Gancarz's (2) predicted lower limit of 723 °K 
as seen in Fig. 5. 

Viggato and Culbreth 

721 Κ 

Kuroda 

721 Κ 
. Curtis and Gancarz 

723 Κ 873 Κ 

Figure 5. Operating temperature range comparison to previous studies. 

Critical reactions were observed for a wide range of concentrations and 
porosity values (9 to 30 percent U 0 2 and 10 to 20 percent porosity). The lower 
limit of fissionable material concentration was 9 percent for the Oklo code, 
which coincided with Naudet's (7) prediction of 10 percent concentration of 
highly enriched material. 

The period of operation that Kuroda (3) predicted, occurred in the Oklo 
code prediction with concentrations of 30 and 5 percent U 0 2 in the reactor core 
and surrounding material respectively, and 30 percent concentration of water (30 
percent porosity) which allowed a second super-critical spike in temperature. 
Kuroda predicted 3 to 4 hour durations while the Oklo code produced times of 

456 κ 

456 Κ 
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about 5 hours. The large instantaneo-us jumps in temperature could be an 
indication of the violent ejection of water that Kuroda predicted, resulting in 
ongoing geyser activity, i f uranium deposits were situated close to the surface. 
Naudet (7) indicated that the superheated hydrothermal flow of the water in the 
reactor could allow the leaching of uranium from the surrounding rock and 
transport this material back to the center, thus sustaining the reaction. The basis 
of this conclusion was the lack of high concentrations of uranium rich material 
surrounding the core. Stream function data showed bifurcating flow that could 
allow redistribution of uranium material back into the center of the reactor core 
as Naudet suggested. 

The Oklo code was validated through changing the number of nodes and 
time step for consistency of the solution. Very little change in the temperature 
history at the center of the reactor was witnessed through use of these variations. 
The model was further validated through comparisons to known analytical 
solutions and behavior for temperature, stream function and neutron flux. A l l of 
these verification tests agreed nicely with the corresponding analytical solution 
and/or behavior for the given geometry. 

Kuroda (3) investigated a calculation of the period of free decays of the 
isotopes of xenon and witnessed an upward shift of data points. "This means that 
here we have a powerful experimental tool with which to determine the time 
periods of the Oklo reactors, which have been operating intermittently nearly 
two billion years ago" (Kuroda, 3). The similarity of temperatures and period 
shows the model developed accurately replicates the conditions under which the 
Oklo reactors operated. 

Kuroda predicted the existence of natural fission reactors in 1956 and 
received criticism. In 1972, French scientists vindicated his predictions through 
the discovery of the Oklo Reactor Sites. In 2004, a computer model that couples 
thermal fluid dynamics, heat transfer and nuclear reactor physics has 
demonstrated Kuroda's prediction of periodicity, temperature range and the 
potential for violent ejection of water in the form of a geyser were all reasonable. 

Further work to more accurately model the reactor operation may be 
conducted. The addition of neutron poisons such as xenon and samarium would 
be one possible modification. Concentrations of U 0 2 in the reactor may have 
actually been as high as 90 percent. Modification of the source to allow 
extremely high concentrations along with the dissolution of surrounding rock to 
increase reactor concentrations would also be desirable. Fission products, their 
decay and transport and parallel implementation of source code could be 
integrated in to the current source. Modeling of future criticality events in 
geologic repositories with or without the above listed improvements could also 
be pursued. 
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Nomenclature 

θ angle of inclination - degrees 
ka apparent thermal conductivity - W m"1 K " 1 

pf density of water - kg m"3 

D diffusion coefficient - m 
μ/ dynamic viscosity of water - N s m"2 

β expansion coefficient - Κ - 1 

g gravity - m/s2 

Σα macroscopic absorption - m"1 

Φ neutron flux - neutrons m"2 s"1 

S neutron source - neutrons nf 3 

Κ permeability - m 2 

cp specific heat of water - J kg"1 K" 1 

ψ stream function - m 2 s"1 

Τ temperature - Κ 
ν velocity - m s"1 

• 
q volumetric heat generation - W m"3 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
0

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



Chapter 11 

Modeling the Effects of the Trinity Test 

Thomas M . Semkow1,2, Pravin P. Parekh1,3, and Douglas K. Haines1 

1Wadsworth Center, New York State Department of Health, P.O. Box 509, 
Albany, NY 12201 

2School of Public Health, University at Albany, State University of New 
York, Albany, NY 12201 

3Retired 

The first nuclear explosion test, named the Trinity Test, was 
conducted on July 16, 1945 near Alamogordo, New Mexico. 
Although historical details of the Manhattan Project and the 
Trinity Test are well documented, some scientific 
characteristics of the test are not known, or are unpublished. In 
the tremendous heat of the explosion, the radioactive debris 
fused with the local soil into a glassy material named Trinitite. 
Radionuclides with sufficiently long half-lives survived the 
decay and today preserve a permanent record of the historic 
event. A detailed radiochemical and spectroscopic analysis of 
Trinitite has been recently completed by Parekh et al. (1). On 
the basis of those data, as well as calculations and modeling, a 
variety of scientific information has been unraveled about the 
test, and is reported here. In particular, we infer the Trinitite 
freeze-out time and present the following calculated test 
characteristics: plutonium composition in the nuclear fuel, 
implosion compression factor, nuclear device explosive yield, 
uranium contribution to the explosion, size of the nuclear 
eyeball, total number of prompt neutrons emitted, fast-neutron 
fluence, slow neutron fluence, and the debris-deposition 
exponent. 

142 © 2007 American Chemical Society 
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1. Introduction 

The Trinity Test was the successful culmination of the Manhattan Project 
and the first manmade nuclear explosion. There exists an historical and 
documentary account, as well as some technical information about it. On the 
20th anniversary of the Trinity explosion, two detailed articles were published, 
one by Savage (2) covering construction of the first atomic device, and the other 
by Storms (3) describing the Trinity Test. Two comprehensive, scholarly 
treatises by Szasz (4) and by Rhodes (5) elucidate political, technical, and 
personnel details. The documentary movies (6,7), as well as the report by Mack 
(8), reveal detailed images of the explosion itself. Some information about the 
construction of the device has been provided by Sublette (9), whereas many 
details of the actual explosion, including several field measurements, were given 
by Bainbridge (10). The report by Hansen and Rodgers (77) presented 
radiological surveys of the Trinity Test site and fallout areas. Despite all this 
information, some of the scientific characteristics of the first nuclear explosion 
are not known or not published. 

The first nuclear explosive device, named Gadget, was of the implosion type 
and was composed of several spherical shells, as depicted in Fig. 1. The neutron 
initiator consisted of a 2 1 0 Po/Be source placed in the center of the device. The 
initiator was surrounded by two hemispheres of the subcritical plutonium pit, 
which served as the nuclear explosive. Rhodes (5) presents some evidence that 
the device contained 11 lb or 5 kg of plutonium. Sublette (9) cites a memo by 
General Groves, who stated that it contained 13.5 lb of plutonium. In this 
chapter, we use the latter information, therefore, we take mPu = 6.123 kg. That 
plutonium fuel was reportedly composed of w( 2 3 9Pu) = 99.1 % of 2 3 9 P u and 
w( 2 4 0Pu) = 0.9 - 1.0 % of 2 4 0 Pu, by weight. The plutonium pit was stabilized with 
w G a

 = 0.8 % of Ga, by weight. The pit was surrounded by mv = 120 kg of 
natural-uranium tamper, to prevent a premature disassembly of the pit and to 
provide initial confinement of neutrons. It has been reported (9) that about 20 % 
of the device's explosive yield was from uranium fission of this tamper. 
Surrounding the tamper was a layer containing boron, to prevent spontaneous-
fission neutrons originating in the tamper, which thermalized in the outer shells, 
from scattering back into the pit. That was cladded by a 120-kg aluminum-
pusher shell, to reduce the rapid drop in pressure occurring behind a detonation 
front in an implosion system. The outermost shell was the conventional-
explosive implosion system, weighing at least 2500 kg. It consisted of 32 lenses: 
20 hexagonal and 12 pentagonal, arranged in soccer-ball geometry. Each lens 
contained a combination of slow explosive (baratol: 75 % Ba(N0 3 ) 2 and 25 % 
TNT) and a fast explosive (composition B: 60 % RDX, 39 % TNT, and 1 % 
wax). The combination of slow/fast explosive ensured a spherical implosion 
pressure wave. The whole Gadget device was encapsulated in a durai shell. 
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Durai shell 

Implosion system 

Al pusher 

B absorber 
U tamper 

Pu pit 
Po/Be initiator 

1 4.5 11.5 
cm cm cm 

23 
cm 

70 
cm 

Figure 1. Schematic diagram and approximate dimensions of a quarter-section 
of the Gadget nuclear device (9). The diagram is not to scale. 

The Gadget was raised to the top of a 100-foot steel tower positioned at 
ground zero (GZ) of the Trinity Test site, and was successfully exploded on July 
16, 1945, at 5:29:45 am. The explosion was initiated by firing of the implosion 
lens system (5). In a matter of a few the converging shock wave generated 
several Mbar of pressure on the core, compressing it by a factor η ~ 2 - 3 by one 
estimate, and up to 2.5 times (possibly somewhat less) by another estimate (9). 
In this way, the compressed pit became a supercritical mass. Also, compression 
of the initiator started the 9Be(a,n) reaction providing neutrons, which initiated 
the fission reaction of 2 3 9 Pu. The chain reaction grew exponentially up to ~ 56 
generations, before terminating in a violent disassembly (12). About 99 % of the 
energy was released in the last four generations. The fission reaction was 
confined to a small nuclear eyeball and lasted for ~ 0.56 

Immediately after the termination of the chain reaction, the temperature of 
the nuclear eyeball reached tens of millions of °K, and the immense energy was 
contained in the form of thermal radiation (x-ray photons), the kinetic energy of 
ionized atoms and electrons, γ rays and neutrons produced in fission, as well as 
excitation of atoms. The subsequent radiation transport created effects of the 
nuclear explosion in a complicated, turbulent process, which has been described 
elsewhere (5,12). The main resultant effect was the formation of an expanding 
fireball, which was an isothermal sphere of hot, ionized gas. The blast wave and 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 9
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
1

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



145 

most of the thermal radiation separated from the fireball several msec after the 
explosion. Associated prompt ionizing radiation consisted of prompt γ rays, fast 
and thermalized prompt neutrons from fission, neutron-capture and neutron-
scattering γ rays, as well as isomeric-state γ rays. Late radiations included 
delayed neutrons, β particles, and γ rays from the decay of short-lived fission 
products. The fireball rose due to buoyancy and lifted off the ground, carrying a 
convection stem of radioactive dust behind it, on a time scale of several tens of 
sec. The explosive yield Y of Gadget was determined radiochemical to be 18.6 
kT (1 kT = 10 1 2 cal) by Anderson, as reported by Bainbridge (10). The latest 
estimate raised the yield to 21 kT (75). Attempts by Atkatz and Bragg (14) and 
Schlauf et al (15) to verify the Trinity yield, using a single radiochemical 
monitor, were unsuccessful. 

The delayed effects of the Trinity Test consisted of the radioactive debris 
carried with the plume and the resultant fallout, as well as the debris remaining 
in the vicinity of GZ (77). The radioactive debris included fission products, 
neutron-activation products, as well as the remains of the unfissioned plutonium 
and the U tamper. The blast wave created a shallow depression upon striking 
GZ. The fireball touched the ground at 0.65 msec after the explosion (8) and 
remained as a dome on the ground, while expanding in the cooling process. The 
fireball reached its maximum radius of about 300 m before starting to rise at ~ 2 
sec after the explosion (10). The immense heat of the fireball melted the desert 
sand, which captured a part of the radioactive debris. The melted sand created a 
solid layer upon cooling. Enrico Fermi described the site as "a depressed area 
400 yards in radius glazed with a green, glasslike substance where the sand had 
melted and solidified again" (3). The 400-yard radius of melted sand is 
consistent with the 300-m maximum radius of the fireball, and can be verified 
from the existing photographs (4). The green substance was named Trinitite. In 
1952, most of the Trinitite was removed from the site and buried, while the 
depression was filled (16). Only small pieces of Trinitite remained at the site. 

This chapter attempts to elucidate several effects of the Trinity Test. During 
the past six decades, most of the radioactive debris captured in Trinitite has 
decayed. However, several radionuclides with sufficiently long half-lives have 
survived radioactive decay and preserve a permanent record of the historic event. 
We have recently carried out a detailed study of radioactivity in Trinitite (7), 
using radiochemical methods as well as a-/y-spectroscopy and β-counting. We 
describe radioactivity in Trinitite in Section 2.1 below, where we also estimate 
the Trinitite freeze-out time. Using these data, we perform detailed calculations 
and modeling in the remainder of Section 2. In this way, a large number of the 
Trinity Test parameters were elucidated. Some of the parameters are new, some 
agree with the existing estimates, and some differ. A summary is provided in 
Section 3. 
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2. Evaluation of Several Trinity-Test Parameters 

2.1. Radioactivity in Trinitite and Its Freeze-Out Time 

Some of the results of radioactivity in Trinitite by Parekh et al (7), 
pertaining to the present investigation, are given in Table I. Listed are 
radionuclide, half-life Γ, source of origin, and specific activity S. 

Table I. Specific Activities S of Selected Radionuclides in Trinitite 
Normalized to the Time of the Explosion (7) 

Radionuclide Half-life Τ 
[years] 

Origin 
S±laT 

fBaz'l 
9 0 Sr 28.5 (n,f) 58.73 ± 1.15 
, 3 7 C s 30.0 (n,f) 27.33 ± 0.08 
, 3 2 E u 13.33 l 5 lEu(n,Y) 78.89 ±0.61 

2 3 8 u 4.468 χ 109 U tamper 1.247 χ 10~ 2± 1.35 χ 10"3 

2 3 8 P u 87.74 2 3 9Pu(n,2n) 5.965 ±0.071 
2 3 9 P u 2.411 χ 104 nuclear fuel 86.32 ± 2.68 
2 4 0 P u 6.563 χ 103 2 3 9 Pu(nj) 4.102 ±0.936 

9 0 Sr and 1 3 7 Cs are fission products generated in the (n,f) fission reaction, 
induced by fast (fission-spectrum) neutrons. This fission was primarily of 2 3 9 Pu , 
but also of 2 4 0 Pu , as well as 2 3 8 U and 2 3 5 U contained in the natural-U tamper. 
These fission products will be used as monitors to determine K, in Section 2.3. 

, 5 2 E u is an activation product of 1 5 , E u by mostly slow (thermal) and, to a 
lesser extent, fast neutrons in an (η,γ) reaction. 1 5 , E u was present in the G Z soil. 
1 5 2 E u is further used as a monitor of slow-neutron fluence, in Section 2.2. 

2 3 8 U was present in the U tamper, and also as a natural radionuclide in the 
G Z soil. The reported specific activity of 1.247 χ 1(Γ2 Bq g - 1 reflects only the 
contribution due to the U tamper (7). The latter value will be used as a monitor 
of Y, in Section 2.3. 

2 3 9 P u in Trinitite came from the unfissioned nuclear fuel. Plutonium used in 
the Gadget device was manufactured in the Hanford reactors (Washington State). 
2 3 9 P u was produced through neutron capture by 2 3 8 U and two consecutive β 
decays, followed by a chemical separation. In that process, small amounts of 
2 4 0 P u and other plutonium isotopes are also produced. 2 4 0 P u is not desirable in 
nuclear devices due to its high spontaneous-fission rate, giving rise to neutron 
emission, which can pre-trigger the device. A super-grade plutonium is defined 
as having w( 2 4 0Pu) < 3 %. It has been reported that the Gadget plutonium fuel 
contained w( 2 4 0Pu) = 0.9 - 1.0 % (9). It was, therefore, super-grade. We have 
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elsewhere presented detailed arguments (7) that the 2 4 0 Pu specific activity in 
Trinitite, listed in Table I, reflects combined contributions from Hanford as well 
as from the Trinity Test. These contributions will be differentiated in Section 
2.4, after other necessary parameters are determined. We have also argued that 
other Pu isotopes were most likely produced in the Trinity Test, rather than at 
Hanford. Of particular interest is 2 3 8 P u formed from 2 3 9 P u by a (n,2n) reaction 
with fast neutrons, which will be used in the determination of the fast-neutron 
fluence, in Section 2.2. 

The radionuclides of interest were fused into Trinitite, when the sand was in 
a molten state. It was determined by Ross (77), using mineralogical methods, 
that the temperature at GZ was at least 1470 °C. Other data suggest that it was 
considerably higher. Bainbridge (70) reported theoretical calculations, by Bethe, 
of the fire-ball surface brightness and temperature. The temperature dropped 
from extremely high, at 100 \iseo, after the explosion, to a minimum of 2000 °K 
at 40 msec. This minimum is due to opacity of the fireball surface to visible 
radiation after the hydrodynamic separation of the blast front, although the 
temperature of the fireball interior continued to be higher (72). After the blast-
wave breakaway, the surface temperature rose to 3500 - 4000 °K, reflecting the 
temperature of the interior. Subsequently, the temperature continuously declined, 
however, it was still 2000 °K at 9 sec. These values are above the melting point 
of quartz equal to 1995 °K (18). Another possible evidence for high temperatures 
was the observed high porosity of the original Trinitite layer (see Fig. 1 in Ref. 
(7)), indicating a rather turbulent bubbling of melted sand. Any surface 
deposition after the Trinitite had solidified would have weathered away during 
the past six decades. It is, therefore, necessary to determine the freeze-out time 
after the explosion, as the time in which Trinitite solidified and stopped 
accommodating the radioactive debris. 

We inferred the possible range of freeze-out times from the documentary 
films (6,7), as well as from the photographs reported by Mack (8). The fireball 
started to rise at ~ 2 sec after the explosion. The outermost sections of the 
fireball lifted off first. Since the Trinitite samples that we analyzed had 
originated 40 to 65 m from the position of the GZ tower, we were interested in 
the time when the bottom of the fireball lifted off. One photograph shows that, at 
10 sec after the explosion, there was a ~ 200-m stem present under the fireball. 
By careful examination of the explosion sequences on the films, we concluded 
that the likely time of fireball separation from the ground was ~ 8 sec after the 
explosion. We found this consistent with the fireball velocities reported by 
Glasstone and Dolan (12). We take this time as a lower bound freeze-out time. 
Then came the cooling period, facilitated by a convective updraft of air and 
debris pulled behind by the rising fireball. For a short period of time, Trinitite 
may have been still in a molten state, and it could have continued absorbing the 
radioactive debris which fell on it (77). It is difficult to precisely determine the 
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upper bound time, but we took it as 11 sec. Therefore, we took t = 8 - 11 sec as 
the time range of Trinitite freeze-out, which will be used for the yield 
determination, in Section 2.3. 

2.2. Fast- and Slow-Neutron Fluences 

Most of the neutrons emitted in fission are prompt, whereas the delayed 
neutrons, emitted by the short-lived fission products, have smaller yields: 0.60 % 
for 2 3 9 Pu , and 3.85 % for 2 3 8 U (19), two major contributors to the nuclear 
explosion at Trinity. Prompt neutrons are called fast or fission-spectrum 
neutrons, with energies ranging from 0 to > 20 MeV, and having an average 
energy of ~ 2 MeV (20). The average energy of the delayed neutrons is ~ 0.6 
MeV. Both prompt and delayed neutrons slowed down in the device debris and 
the surrounding air, to become slow or thermal neutrons after the Trinity 
explosion. 

The prompt fast-neutron fluence was determined with the 2 3 8 P u monitor and 
unfissioned 2 3 9 P u as a normalizes The 2 3 9Pu(n,2n) 2 3 8Pu nuclear reaction occurred 
in the eyeball, where there was a high concentration of unfissioned 2 3 9 Pu , as well 
as a high fluence of fast neutrons. This reaction has a threshold of 5.6 MeV (21), 
and an integrated cross-section for fission neutrons of σ η 2 η = 4.045 mb (9). The 
fast neutron fluence O f is given by 

S ( 2 3 8 P u ) 7 X 2 3 8 P u ) 
f " S(™?u)T(™?u)an2n ' 

where S and Tare the specific activities and half-lives from Table I. We obtained 
the value of <Df = 6.217 χ ΙΟ 2 2 η cm" 2 ( t ) . The reason for using the 2 3 9 P u 
normalizer is that both plutonium isotopes have the same deposition factor in 
Trinitite, so that term cancels out. The fast neutron fluence from Eq. 1 has not 
been corrected for possible neutron-induced reactions on minor components of 
the pit, such as nickel plating, gold foil, and beryllium initiator (5,9). These are 
believed to be secondary effects. Bainbridge (10) reported a measurement by 
Klema, who determined that a total of 6.5 χ 10 2 1 fast neutrons went through the 
sphere of 200-m radius from the detonation point. This gives a fluence of 1.3 χ 
ΙΟ 1 2 η cm"2, which is smaller by a factor of 4.8 χ 10 1 0 than the fluence in the 
eyeball. 

The slow-neutron fluence Φ 5 at the location of the Trinitite sample was 
determined with the 1 5 2 E u monitor via the (η,γ) reaction on 1 5 1 E u present in the 
local soil at GZ. This space- and time-integrated fluence is a sum of 
contributions from the slowed prompt neutrons, as well as delayed neutrons. We 
calculated that the contribution of 1 5 2 E u from fission can be neglected, since this 
radionuclide has a negligible independent fission yield, while its cumulative 
fission yield is shielded by a stable 1 5 2 Sm in the β-decay chain (19). The thermal-
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neutron activation cross-section is very high, σ η γ = 5300 b (22). Although the 
relative apportionment of the neutron fluence between slow and fast is not 
known, the contribution of fast neutrons to the activation is much smaller, and 
we assume that it can be approximated by the cadmium ratio for a nuclear 
reactor, CR = 43 (22). The production of 1 5 2 E u via the 153Eu(n,2n) reaction is 
neglected, due to the relatively low cross-section of this threshold reaction (in 
the mb range). With these assumptions, the slow-neutron fluence is given by 

STM f 

NAacany In 2 
l - e ~ * 1 

C R - 1 
where (2a) 

facany 

M 
(2b) 

i ν 
I52r In Eq. 2a, S and Τ are the specific activity and half-life of Eu, M is the 

europium atomic mass, a is the 1 5 1 Eu isotopic abundance, Nk is the Avogadro 
number, and c = 1.2 μg g"1 is the concentration of Eu in the local soil (/). χ in 
Eq. 2b takes care of the self-shielding of slow neutrons in Trinitite. The sum was 
calculated over all components in the local soil deduced from Shacklette et al. 
(23) and Mason (24). The activation cross sections were taken from Friedlander 
et al. (25). pt = 2.5 g cm - 3 is the density of glass, and dt = 0.8 cm is the average 
thickness of Trinitite. By plugging the above variables into Eq. 2a, we calculated 
Φ 5 = 3.895 χ 10 1 5 ncm" 2 . 

Bainbridge (JO) reported slow-neutron fluence measurements of the Trinity 
Test, recorded by Klema at distances of 300 to 500 m from the GZ tower. 
Plotting them on a log-log scale in Fig. 2 (filled points), as functions of slant 
range r from the explosion center, we obtained an approximately straight line, 
suggesting a power-law dependence. We fitted the Bainbridge data (solid curve) 
and obtained the relationship 

Φ 5 [ η cm 2 
5.55492xl0 2 6 

r 6 2 5 7 4 8 [ m ] 
(3) 

An exponent of 2 for r would indicate a spherical spread of the neutrons, without 
attenuation. However, the exponent was greater than 6, indicating considerable 
attenuation and capture of the neutrons. Using Eq. 3, we extrapolated the fluence 
to the distances 40 to 65 m from the GZ tower, where our Trinitite sample was 
located, corresponding to 50.3 to 71.8 m of slant range from the nuclear 
explosion center (taking into consideration the height of the tower, equal to 30.5 
m). We obtained the neutron fluence range between 1.349 χ 10 1 5 and 1.251 χ 
ΙΟ 1 6 η cm"2, with the geometric mean of 4.108 χ 101 5. The fluence of 3.895 χ 
10 1 5 η cm"2, determined from the l 5 2 E u monitor above, falls close to this mean. 
This is a satisfactory agreement, considering an uncertainty in the location of our 
sample, which could have shifted during of after site cleanup (16). 
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Figure 2. Filled points: slow-neutron fluence ΦΛ plotted as a function of slant 
range r from the point of Trinity detonation (experimental data from Bainbridge 
(10)). Open points: reseated concentration ofh2Eu flO8 Bq mg~!] plotted as a 
function of slant range from the point of Hiroshima detonation (experimental 

data by Shizuma et al. (26)). The lines represent least-squares fits. 

Also plotted in Fig. 2 (open points) are rescaled concentrations of , 5 2 E u 
determined in the remnants of the Hiroshima explosion, by Shizuma et al. (26). 
The data exhibit an approximate power-law dependence, as functions of slant 
range, taking into account the 2000-ft explosion elevation (27). We fitted the 
data (broken curve), which resulted in an exponent of 5.15239. This exponent is 
smaller than the Trinity explosion exponent of 6.25748, possibly due to a 
contribution from fallout, however, it is still much larger than 2. 

2.3. Device Explosive Yield, Participating Uranium Fraction, and the 
Deposition Exponent 

We developed a model, based on several physical phenomena, to calculate 
the Gadget explosive yield Y. i f all 2 3 9 Pu had fissioned, the maximum yield Ym 

would have been 

_ m P t l w ( 2 3 9 P u ) ^ A £ f 

M ( 2 3 9 P u ) K 
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where Et = 180 MeV is an average prompt energy released per fission event, and 
ΛΓ = 2.611 χ 10 2 5 MeV k r 1 is the conversion factor between MeV and kT. Ef 
consists of the kinetic energies of fission fragments and prompt neutrons, most 
energy of prompt γ rays, small fraction of the decay energy of fission products, 
as well as energy released in neutron capture by the device debris (72). We 
obtained Ym = 105.4 kT from Eq. 4. The actual yield was much lower, since the 
device disassembled violently, before all 2 3 9 P u could have fissioned. 

In the model we utilized 9 0Sr, l 3 7 Cs, and 2 3 8 U as monitors, as well as 
unfissioned 2 3 9 P u as a normalizer. The model has three major components: 1) 
fission reactions from available Pu and U isotopes, 2) time-dependent buildup of 
fission products, and 3) temperature-dependent deposition of radionuclides in 
Trinitite. A l l of them are discussed below. 

In addition to 2 3 9 Pu, we considered fission of 2 4 0 Pu present in the plutonium 
fuel. We also added fission of the U tamper, i.e., of 2 3 8 U and 2 3 5 U , according to 
the two isotopes' natural abundances. The fraction of total fissions due to U 
isotopes is abbreviated as / υ , and it will be determined from the model fit. The 
relative contributions due to various fissioning radionuclides were scaled 
according to the weight fractions w, isotopic abundances a, fission-neutron-
induced fission cross-sections <xnf, and are given by 

_ w ( 2 4 0 P u K f ( 2 4 ° P u ) M ( 2 3 9 P u ) 
P " " vK 2 3 9 Pu)<r n f ( 2 3 9 P u ) M ( 2 4 0 P u ) ' ( ' 

R _ q ( 2 3 5 U ) g n f ( 2 3 s U ) 
U a ( 2 3 8 U ) C T n f ( 2 3 8 U ) ' 

_ W u a ( 2 3 8 U ) M ( 2 3 9 P u ) 
A m ~ τ™ • WW 

m?uw( Pu) M y 
The cross-section values were taken from Sublette (9). 

We considered a time-dependent buildup of 9 0 Sr and I 3 7 Cs according to β-
decay chains, as depicted in Figs. 3a, b. We discuss , 3 7 Cs first. A l l of the 
radionuclides in Fig. 3b can be produced independently, i.e., directly in fission 
after prompt-neutron emission, or cumulatively, i.e., when after-fission 
contribution from β decay is added. Accumulation of any fission product in the 
chain is thus a time-dependent process, which can be expressed in matrix 
notation (28,29). For every fission reaction of interest, we defined a vector of 
independent fission yields of A = 137 chain members at time zero (time of 
explosion), 1(0), where position indices are given in the parentheses in Fig. 3b 
(the vector has a dimension of 6). We took the independent yields Ix through / 6 

as members of 1(0) from the model calculations by England and Rider (19). The 
vector of cumulative fission yields after time /, I(/), is given by the matrix 
equation 

I(0 = P d i a g [ e x p M / 0 ] r , I ( 0 ) , (6) 
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where Λ, is the decay constant of a member /, diag denotes a diagonal matrix, 
whereas matrices Ρ and P" 1 are functions of the decay constants as well as the 
decay branching fractions. 

1.9 s 32.3 s 2.6 m 28.5 y 

138d 
I (2) 

1.6 s 

100% 

97.31% 
1 3 7 T e ( i ) • 1 3 7I(3)-

2.5 s 24.5 s 

93.03% 

138d 
X e (4) 

6.50 s 

100% 

-> 137 
100% 

X e (5)" 
3.82 m 

- * 1 3 7 C S ( 6 ) 
30.0 y 

Figure 3. Beta-decay chains for the mass numbers a) A = 90, and b) A = 137. 
Half-lives are given below the radionuclide symbols. The metastable state is 
denoted by the letter m, while the delayed-neutron state from theA + 1 mass 

number is denoted by the letter d. The decay branching fractions (%) are given 
by the arrows. The numbers in parentheses denote position indices in the chains 

as well as in the vectors. 

A l l of the fission products in Fig. 3b were initially present in the gas phase 
from the tremendous heat of the explosion. Tellurium decayed quickly, iodine is 
very volatile, and xenon is a noble gas, whereas cesium is less volatile with the 
boiling point Β = 671 °C (18). Therefore, the deposition of I 3 7 Cs in Trinitite was 
primarily as cesium, up to about the Trinitite freeze-out time /. We thus took the 
deposition of 1 3 7 Cs as proportional to 7C s(0 = h(t), the 6th member of vector I(/). 

The situation for 9 0 Sr in Fig. 3a is more complicated. Bromine is volatile 
and decayed quickly, while krypton is a noble gas. However, rubidium and 
strontium are less volatile (B = 688 °C and 1382 °C, respectively (18)), and both 
could have deposited in Trinitite. Thus, the total 9 0 Sr in Trinitite came from the 
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deposited strontium, proportional to ISr(t) = 76(0> a s w e H a s fr°m the deposited 
rubidium, proportional to 7Rb(0 = IA(i) + ls(t) (where we added contributions 
from the two isomers of rubidium in Fig. 3a), which decayed to strontium inside 
Trinitite after the deposition. 

Subsequently, we added contributions from all fission reactions. For any 
product Ρ = Rb, Sr, Cs, we renamed the fission yields I?(t) from above to 7P(/,X) 
for fission of every X = 2 3 9 Pu, 2 4 0 Pu , 2 3 8 U , 2 3 5 U . The total fission yield F?(t,fv) of 
any product Ρ of interest can be derived, using the ratios from Eqs. 5a, b, and is 
given below 

F P ( / f / u ) = 7 P ( / , 2 3 9 Pu) + / ? P u /p ( / , 2 4 0 Pu) 

( l - / u X l + *u) p v ' U I H ' 
The deposition of fission products from a nuclear explosion depends on 

physico-chemical fractionation (72). Consequently, we assumed in the model 
that the deposition of radionuclides in Trinitite depended on their relative 
volatilities, expressed by the boiling points B, normalized to 2 3 9 Pu, 

£(P) + 273 m 

£ ( 2 3 9 P u ) + 273 
for any Ρ = Rb, Sr, Cs, U . It is possible that using vapor pressures, rather than 
boiling points, would better reflect the relative volatilities. We did not consider 
the complicated dynamics of deposition in this simplified model. It is well-
established, however, that power-law distributions are often encountered in 
turbulent and stochastic processes (compare Eq. 3). We, therefore, assumed that 
the deposition factor was proportional to Tp*, where deposition exponent b would 
be determined from the model fit. 

Finally, we normalized measured specific activities to 2 3 9 Pu, where Ρ stands 
for Sr, Cs, or U (i.e., 2 3 8 U ) . 

V S(V)T(?) 

By combining all the definitions, assumptions, and equations above, we 
derived the equations for the Gadget explosive yield 

Y(f,f\j,b) = 

l + Ô C s ' C s ^ C s C / u ) ' 
^η,0 + Λ Ρ ϋ ) / ( 1 - Λ ) ) 

l + £sr[*-Rb Î R b ( ' . / u ) + 4 hrHJv)]' 

( ΐ - / υ ) ( ΐ + / ? υ ) - ( ΐ + Λ Ρ ι , ) ρ υ ^ 

Cs monitor, (10a) 

Sr monitor, (10b) 

U monitor. (10c) 

Equations lOa-c were solved numerically, using the N A G software (Numerical 
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Algorithms Group, Downers Grove, IL). We obtained the values of Y,fO, and b 
for every given /; these are plotted in Fig. 4. By taking the Trinitite freeze-out 
time limits / = 8 - 11 sec (Section 2.1), we obtained / = 21.43 ± 1.13 kT. The 
uncertainties of the specific activities from Table I were propagated, to arrive at 
Y = 21.43 ± 1.97 kT. Similarly, fv = 30.82 ± 1.80 % and b = 0.6908 ± 0.0722. 
The yield agrees with the latest estimate of 21 kT (13). However, the fraction of 
fission due to U , according to our model, is higher than the "about 20 %" 
mentioned by Sublette (P). Taking a shorter Trinitite freeze-out time would 
result in higher values of Κ and fv, whereas taking a longer freeze-out time would 
lower Κ and fv (compare Fig. 4). 

Ο 

Figure 4. Plots of the model calculations for the temperature-deposition 
exponent b, Gadget device yield Y, andfraction of the yield due to uranium fV) 

as functions of the Trinitite freeze-out time t. 

2.4. Total Number of Prompt Neutrons, Size of the Nuclear Eyeball, 
Implosion Compression Factor, and Plutonium Composition 

The total number of prompt neutrons can be calculated from 

YK 
l^Mm?u)^R?uv(240?u)] 

. / u 
1 + /?, 

- K 2 3 8 u ) + / ? u K 2 3 5 U ) ] - i 
( Π ) 
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where v(X) is the average number of prompt neutrons per fission event, for a 
particular fissioning nucleus X . We took the values of ν from England and Rider 
(79), and obtained Nn = 5.877 χ 10 2 4 neutrons. Comparing this with the data 
reported by Bainbridge (JO), we find that only 0.1106 % of fast neutrons 
survived 200 m away from the detonation center. 

The size of the nuclear eyeball de can be estimated immediately as dt = 
(Νη/Φ{)ιη = 9.723 cm. 

The evaluated parameters allow calculation of the implosion compression 
factor. We assumed that the eyeball was a sphere of diameter dc. Next, we 
assumed that Be, Ga, Pu, and U all experienced the same compression in the 
eyeball, and we took the original diameter of the initiator c/Be = 2 cm (see Fig. 1). 
With these assumptions, the compression factor η is given by 

1 , "Ga , / u ( l + 7 ? P J m ^ n f ( 2 3 9 P u ) J 

0 - H f c a ) / > ( l - Z u X l + ^ u ^ i f l p u a n f ^ U ) ^ J 

ψ , (12) 
«e ) 

where p P u and ρυ are densities, ρ = pPu = 15.92 g cm"3, if δ-phase Pu alloy with 
Ga was present; or ρ = pGa and p P u = 19.84 g cm - 3 , if α-phase of Pu was present 
separately from Ga. Using Eq. 12, we calculated the compression factors for the 
δ- and α-phases separately, obtaining η = 2.503 and 2.356, respectively. It has 
been reported that the δ-phase was present (9). To elucidate this point, we took 
the original dimensions from Fig. 1, and obtained 6.010 kg Pu if the δ-phase was 
present, or 7.490 kg Pu if the α-phase was present. Since the reported 6.123 kg 
of Pu is only slightly higher than the value that would be expected for pure δ-
phase, we assumed that the excess is due to a small admixture of the a-phase. 
The compression factor was then averaged over both phases yielding η = 2.492, 
which is consistent with the "2.5 times (possibly somewhat less)" estimate 
reported by Sublette (9). 

The ratio of the mass of 2 4 0 P u to the mass of 2 3 9 P u present in the original fuel 
can be derived, assuming only 2 3 9 P u fission, and is given by 

m( 2 4 Q Pu) 

m( 2 3 9 Pu) 

S ( 2 4 Q P u ) 7 X 2 4 Q P u ) 
S ( 2 3 9 p u ) r ( 2 3 9 p u ) " " n , f M ( 2 3 9 P u ) 

where ση = 52.94 mb (9) is the fission-neutron capture cross-section for the 
2 3 9Pu(n,y) 2 4 0Pu reaction. The second term inside the brackets is the subtracted 
contribution from the explosion. By plugging in available values, we obtained a 
value of 9.685 χ 10"3 for the ratio, from which, immediately, w( 2 4 0Pu) = 0.9592 
%. This result can be refined by taking into account fission of all available 
nuclides. It leads to a quadratic equation, not reported here, from which w( 2 4 0Pu) 
= 0.9225 %. This result is consistent with the estimate of 0.9 - 1.0 % (9). 
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3. Discussion and Summary 

Several Trinity-Test parameters were estimated, retroactively, using a 
combination of the experimental data by Parekh et al (1) with the calculations 
and modeling. The determined parameters are listed in column 2 of Table II and 
they were rounded off to 1 - 3 significant digits. It is seen that most of the 
parameters agree with the literature values, when available (column 4), with 
the exception of the fraction of fission from U , which was calculated higher 
(30.8 %). 

Table II. Comparison of Determined and Literature Values of the 
Trinity Test Parameters ^ _ 

Parameter 
Determined value Literature 

value Ref Parameter 
100 %a 90%a 

Literature 
value Ref 

2 4 0 P u % weight in fuel 0.92 0.95 0.9-1.0 (9) 
implosion compression 
factor 

2.5 2.1 
2.5 (possibly 
somewhat less) (9) 

size of nuclear eyeball 
[cm] 

9.7 10.3 

% of fission from U 30.8 ± 1.8 about 20 (9) 

number of fast neutrons 
5.9 χ 10 2 4 

at eyeball 
6.5 χ 10 2 1 200 
m from G Z 

(10) 

fast neutron fluence 
[n cm"2] 

6.2 χ 10 2 2 

at eyeball 
5.6 χ 10 2 2 

at eyeball 
1.3 χ 10° 200 
m from G Z 

(10) 

slow neutron fluence 40 -
65 m from GZ [n cm"2] 3.9 χ 10 1 5 

4.1 χ 10 1 5 

extrapolated (10) 

explosive yield [kT] 21.4 ± 2 . 0 21 (13) 

Trinitite freeze-out time 
[sec] 

8 - 11 
inferred -
assumed 

7.6 
interpolated 

(8, 
12) 

debris deposition 
exponent 

0.691 
± 0.072 

aAssumed percent of 2 3 8 P u from explosion. 

Our results depend on, and are limited by, any systematic errors in the 
experimental data given in Table I, sample location, as well as any 
inconsistencies in the available information about the Trinity Test and the 
Gadget device. Our calculations depend on the inferred Trinitite freeze-out time 
of 8 - 11 sec, which approximates rising of the fireball and cooling off the 
Trinitite. There are also several model assumption, such as the power function 
for the debris deposition coefficient, which depends on the boiling points only. 
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Finally, the results reported here depend on the nuclear data taken from the 
literature, such as nuclear reaction cross-sections, fission yields, and radioactive 
decay data. 

Several parameters depend on the percent of 2 3 8 Pu which was produced in 
the explosion as opposed to that present in the original nuclear fuel. It is likely 
that most of 2 3 8 P u was produced in the explosion, where there was a high 
concentration of 2 3 9 P u and a high neutron fluence, which is discussed below. The 
observed ratio of 2 3 8 P u activity to that of 2 4 0 P u in Trinitite is equal to 1.454 
(Table I). If both had been produced exclusively by the fast neutrons in the 
explosion, the ratio of the activities should have been 5.715, according to the 
cross sections: σ η 2 η = 4.045 mb and σηγ = 52.94 mb (9). We calculated that the 
activation of 2 3 9 P u by slow neutrons in the explosion could be neglected. The 
reason for the lower experimental ratio was the presence of 2 4 0 P u in the nuclear 
fuel. 

The reactors at Hanford, which produced Pu for the Trinity test, had a 
substantial slow-neutron component. This is supported by the observed 
quenching of the power by , 3 5 X e (30), which has enormous thermal-neutron 
capture cross section of 2.6 χ 106 b. It follows that, i f 2 3 8 P u in Trinitite had 
originated mostly from Hanford, its activity would have been much smaller than 
that of 2 4 0 P u due to the high 2 3 9Pu(n,y) 2 4 0Pu thermal-neutron cross section of 
270.3 b, as compared with the ση2η above (even factoring in the shorter 2 3 8 P u 
half-life). This is contrary to the observed activities given in Table I. 

Therefore, several parameters in column 2 of Table II were calculated with 
an assumption that all 2 3 8 P u was produced in the explosion. To determine the 
effect of this assumption, we recalculated the same parameters assuming that 90 
% of 2 3 8 P u was produced in the explosion. They are given in column 3, and can 
be thought as the opposite limits. These parameters could be fixed if the content 
of 2 3 8 P u in the original plutonium fuel was known and subtracted from that 
measured in Trinitite. 

We have also determined I 3 3 B a in Trinitite, which most likely originated 
from the neutron activation of barium in the baratol component of the explosive-
lens system (7). If the quantity of barium used was known, 1 3 3 B a could be 
employed as an additional monitor of the yield, and would enable calculation of 
an additional parameter from the model, such as the Trinitite freeze-out time. 
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Chapter 12 

Three-Dimensional Particle Transport Methods 
and Their Applications 

Alireza Haghighat and Glenn E. Sjoden 

Department of Nuclear and Radiological Engineering, University 
of Florida, Gainesville, FL 32611 

This chapter establishes both the Monte Carlo and 
deterministic approaches applied to Boltzmann particle 
transport simulation problems; for the deterministic approach, 
discussion is limited to the widely used discrete ordinates (or 
"S N ") method. The chapter also discusses the advantages and 
disadvantages of each approach, and provides real-world 
examples of hybrid techniques developed for solving complex 
problems accurately and efficiently. Moreover, the chapter 
briefly introduces advanced particle transport methodologies 
and codes developed by the University of Florida Transport 
Theory Group (UFTTG). In particular, it discusses the Parallel 
Environment Neutral-particle TRANsport (PENTRAN) code 
system, a three-dimensional (3-D) parallel S N transport code 
with pre- and post-processing software, and Automated 
Adjoint Accelerated M C N P (A 3 MCNP) , a version of the 
widely used Monte Carlo N-Particle (MCNP) transport code 
with automated variance reduction, and methodologies for 
multigroup cross-section generation. Finally, a comparison of 
the accuracy and efficiency of the Monte Carlo, S N , and the 
application of hybrid combinations of each for real-world 
simulations is presented, with applications in homeland 
security, medicine, and power. 

162 © 2007 American Chemical Society 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
2

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



163 

1. Introduction 

Simulation of neutral and charged particles is essential in the design, 
analysis, and optimization of "nuclear" systems to include nuclear power plants, 
radiation therapy and diagnostic devices, nondestructive interrogation devices, 
and nuclear power and propulsion systems. There are two main approaches used 
for particle transport simulations: deterministic (7,2), and statistical Monte Carlo 
(MC) (3,4). In the deterministic approach, one attempts to directly solve the 
Boltzmann equation to obtain the expected particle density in a phase space. 
Depending on particle type, problem type, and application, several different 
techniques have been used to solve the Boltzmann equation. In this chapter, 
however, we limit our discussion to neutral particles and the widely used discrete 
ordinates or " S N " method (2,5,6). In the statistical Monte Carlo approach, one 
solves for the expected value of particle density in a phase space by averaging 
over a large number of particle histories or events. Both approaches are very 
powerful, and can lead to accurate solutions; however, depending on the problem 
type and overall objective, one approach can be more effective, i.e., high 
accuracy, relatively low computational resources (memory and execution time). 
Moreover, often when dealing with large and complex problems, hybrid 
combinations of the two methods can be most effective. 

This chapter is organized as follows. In Section 2, we briefly discuss the 
theoretical basis and formulation of both approaches. In Section 3, we discuss 
the advantages and disadvantages of the approaches, and introduce hybrid 
techniques which exploit the best of both approaches. In Section 4, we briefly 
review the methodologies and codes developed by the University of Florida 
Transport Theory Group (UFTTG). In Section 5, we compare the efficiency and 
accuracy of the S N , Monte Carlo, and hybrid methods for simulation of real-
world problems encountered in various applications including active 
interrogation (homeland security), medicine, and nuclear power. 

2. Theory - SN and Monte Carlo Methods 

In Subsection 2.1, we will briefly introduce the linear Boltzmann equation, 
the S N method, and formulation in a three-dimensional (3-D) Cartesian 
geometry. In Subsection 2.2, we briefly discuss the Monte Carlo (history-based) 
methods, and provide some discussions on the "non-analog" or "biased" 
techniques. 
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2.1. Linear Boltzmann Equation and the S N Method 

The time-independent linear Boltzmann equation is given by (/), 

Ω· νψ(τ, Ε,Ω)+σ, (r, Ε)ψ(?, Ε,Ω) = 

£° $άΕ·άΩ'σ5(?,Ε'^Ε,Ω'^Ω)ψ(?,Ε',Ω')+ , (1) 

^β- Γ \άΕ·άΩ^σι(?,Ε'Μ?,Ε',Ω·)+αϊ,Ε,ά) 

where ^/ is the expected angular flux of particles in the phase as a function of 
position, energy, and direction, where the angular flux spans the three-
dimensional volume or space, particle energy, and particle direction or angle 
(dVdEdÇÏ), and Q is the expected density of source particles emitted in the same 
phase space. The remaining terms use standard notation (see, e.g., (/)). 

2.2. S N Method 

A widely used method to solve Eq. 1 is the discrete ordinates " S N " method 
(2,5,6). In the S N method, all independent variables (space, energy, and 
direction) are discretized. For the angular variable, a discrete set of directions M 
are selected (usually symmetric about the unit sphere), and the Boltzmann 
equation is solved for these directions only. The selected directions (ordinates) 
are mathematically weighted to ensure that physical symmetries and particles are 
conserved. For the energy variable, energy intervals (Emim Emax) are divided into 
a number of G grouped sub-intervals, where the Boltzmann equation is 
integrated over these intervals to obtain a set of coupled equations (i.e., 
multigroup equations). 

The original integro-differential Eq. 1 is thus replaced by a set of Μ χ G 
differential equations that are coupled through the right-hand side source term: 

Ω„ · V ψΛΛ (F) + a l g (F)y/mg (F) = qmg (F), (2) 

for m = 1 A/and g = 1 , . . . , G , where, indices m and g correspond to radiation 
direction and energy group, respectively. For the spatial variable, the Eq. (2) is 
integrated over a single mesh cell to obtain an equation in terms of cell-boundary 
and cell-surface averaged angular fluxes. The resulting discrete ordinates form of 
Eq. 1, e.g., in 3-D Cartesian geometry, is given by the zero-th moment balance 
equation: 
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The subscripts in/out, left/right, and top/bottom refer to different sides of a 
parallelepiped along each of the x, y, and ζ axes, respectively. Note that the 
source term q includes scattering, fission and external sources. In order to solve 
for the average angular flux (ψανβ) for any given direction, we need to know the 
six boundary angular fluxes. Three of these fluxes are presumed to be known 
boundary values, while the remaining three are obtained from three auxiliary 
equations. The equations that relate the boundary and average angular fluxes are 
referred to as "differencing" equations. 

In the past years, numerous studies have been allocated to the development 
of various differencing schemes to address significant issues, such as accuracy, 
positivity, non-physical oscillation phenomena, use of computational 
resources/efficiencies, convergence characteristics, and effectiveness of 
algorithms coupled to distinct acceleration techniques. A commonly used class 
of differencing schemes (6), low-order, deal with zero-th spatial moments of the 
Boltzmann equation which can be cast into the following form (7): 

Along .t-axis: ^ v e g = a ^ g ^ g + (1 - a ^ g )iy™uUg (4a) 

Along^-axis: ψ^νβ,8 = bx^z,gWnght,g +(l-bwz,g)V%fi,g (4*>) 

Along z-axis: ψ™β^ = c^yz^ottom,g + 0 - c ^ g )ψ?ορ^ . (4c) 
A simplified form of above equations is the linear diamond-differencing 

(DD) scheme, where the coefficients a, b, and c are set to ιΛ. Major 
shortcomings of DD are the possibility of negative solutions and non-physical 
oscillations. We have developed the directional theta-weighted (DTW) 
differencing scheme (8) that directly remedies both shortcomings. Recently, we 
extended the D T W scheme to the exponential directional weighted (EDW) 
scheme (9) for higher accuracy in thick cells; E D W uses an exponential 
extrapolation with exponential coefficients predicted by DTW. In spite of its 
very robust auxiliary equation, the EDW scheme is still classed as a low-order 
scheme as it only requires zero-th spatial transport moments. As a result, E D W is 
reasonably fast, well conditioned, has little overhead, and quite accurate when 
needed most - in pronounced streaming applications. 

2.3. S N Solution Procedure 

The above system of linear transport equations is commonly solved via the 
Gauss-Seidel iterative technique. For an initially guessed source distribution, the 
angular fluxes are evaluated by marching (in-out), (left-right), and (top-bottom) 
along a particle direction through spatial mesh cells using recursive Eqs. 3 and 4. 
To accelerate the solution convergence, different acceleration techniques (10,11) 
based on system rebalance and/or lower order solution methods are used. 
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2.4. Monte Carlo Methods 

The Monte Carlo method is one of the most accurate techniques for particle 
transport simulation. The method is applied to both classes of nuclear problems: 
1) fixed-source/shielding and 2) eigenvalue/criticality. Fixed source problems 
mainly involve transport of particles through thick shields that may cause a 
significant amount of absorption and/or scattering (isotropic/anisotropic), 
resulting in significant changes in particle energy and direction. This means that 
particle counts in small energy bins and/or localized spatial regions may be 
extremely small, and consequently, a large number of experiments (histories) and 
long computational times are needed to achieve statistically reliable results. In 
eigenvalue problems, since the source is not known, there is an added difficulty 
associated with the need for achieving global source convergence before starting 
tally accumulation. In recent years, some efforts have been devoted to 
performing Monte Carlo perturbation and depletion calculations that generally 
require even longer computing times. Monte Carlo perturbation for both fixed-
source and eigenvalue problems has further difficulties associated with being 
able to distinguish between the relative statistical errors (Λ£ = σ ; / ί ) and the 
change caused by a perturbation. Moreover, Monte Carlo depletion, because of 
the need for global results, generally requires impractically large amounts of 
computer time. 

Over the past several decades, a large number of techniques have been 
developed to reduce the variance of Monte Carlo calculations, referred to as 
variance reduction and/or biasing techniques (72,75). These techniques 
commonly modify the natural "analog" sampling procedure/formulation (related 
to physical laws of particle transport) to focus computational efforts on the 
simulation of "important" particles. To compensate for this "non-analog" 
modification and to conserve the total number of particles, each particle is given 
a statistical weight that is adjusted based on the following equality, 

Wbiased Pdf biased = W unbiased P^funbiased > 

where pdf refers to the probability distribution function of the physical process 
being sampled, and w refers to the particle weight. It is worth noting that in 
special cases such as integer splitting (i.e., one particle is split into η particles), 
one considers a modified form of Eq. 5a, given by 

n * ™ biased P4fbiased = Wunbiased PdJ^unbiased > (5b) 
where pdfbiased = pdfmbiasej = 1. In this situation, the physical process is changed 
rather than the probability of its occurrence. 

The main difficulty associated with using variance reduction techniques is 
the determination of the problem-dependent variance reduction parameters 
present in the biased terms (i.e., pdfbiased or n). This chapter reviews the use of 
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deterministic importance functions for variance reduction of Monte Carlo 
calculations, with emphases on fixed-source/shielding problems. 

3. SN VS. Monte Carlo (Advantages/Disadvantages) 

Both the S N and Monte Carlo methods are very powerful for solving particle 
transport problems; however, depending on the application and/or user needs 
and requirements, one method may be preferable over the other, or in some 
cases, a hybrid combination of both may be most effective. The inherent 
advantages/disadvantages of the two methods are listed in Table I. 

Table I. Comparison of the S N and Monte Carlo (MC) Methods 

Method Advantages Disadvantages 
S N -Detailed solution 

-Short execution time 
-Discretized geometry representation 
-Large computer memory 
-Difficulties in preparation of mesh 
(space/angle ) multigroup cross 
sections 

M C -Accurate geometry 
-Accurate energy treatment 
(continuous energy 
dependent cross sections) 
- Small computer memory 

-Long execution time 
-Limited solution detail 
-Difficulty in using variance 
reduction techniques 

Since the inception of the atomic age, significant efforts have been 
dedicated to improving both techniques and/or developing hybrid techniques 
which benefit from the advantages of both techniques. Studies have been 
performed on: i) development of more efficient/accurate (clever) algorithms; ii) 
development and adaptation of effective algorithms for parallel processing; iii) 
development of acceleration or variance reduction techniques; and iv) 
development of hybrid techniques. The UFTTG has been involved in all the 
aforementioned studies, and its efforts have led to the development of two major 
code systems which are discussed in the following section. 

4. PENTRAN and A3MCNP Code Systems 

In this section, we will briefly summarize the code systems developed by the 
UFTTG. 
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4.1. Parallel Environment Neutral-particle TRANsport ( P E N T R A N ) Code 
System 

The P E N T R A N code system includes pre-processing codes, P E N M S H (14) 
and PENINP, the P E N T R A N 3-D parallel S N code, and post-processing codes, 
P E N D A T A and PENPRL. P E N M S H prepares mesh, material, and source 
distributions, and PENINP prepares input file for P E N T R A N . P E N D A T A 
prepares tables of flux, material, source distributions in a distributed computing 
environment, and PENPRL extracts flux values at specific positions 
corresponding to reference values (experimental/numerical). P E N T R A N solves 
the 3-D time-independent linear Boltzmann equation using finite-volume 
differencing and discrete ordinates methodologies in a Cartesian geometry. The 
cell-balance equation of the discrete ordinates method in 3-D Cartesian geometry 
is given by Eq. 1. 

P E N T R A N is a scalable parallel code that can be distributed over a parallel 
cluster of processors using angular, energy, or spatial domain decomposition (or 
combinations of these) with parallel memory allocation. It also uses a novel 
differencing approach, referred to as the "adaptive differencing strategy (ADS)," 
(75) that automatically selects the appropriate differencing scheme depending on 
problem physics. Currently, A D S includes three differencing schemes. These are 
linear diamond difference (5), DTW (8), and EDW (9) differencing schemes. 

Besides the Adaptive Differencing Strategy, P E N T R A N includes the Taylor 
Projection Mesh Coupling (TPMC) formulation (16), which is essential for 
preserving solution accuracy when crossing regions of variable grid densities. 
With PENTRAN's memory partitioning, parallel I/O, hybrid spatial, angular, 
and energy domain decomposition algorithms, and advanced numerical 
formulations, the code is capable of solving complex large problems in a parallel 
environment. 

4.2. Automated Adjoint Accelerated M C N P ( A 3 M C N P ) 

As mentioned in Section 2, two of the disadvantages of the Monte Carlo 
method are long running time and difficulties in using variance reduction 
techniques. The A 3 M C N P code system (13,17) has been developed to overcome 
both difficulties for fixed source problems. A 3 M C N P is an excellent example of 
a hybrid method, which uses the S N method to determine the variance reduction 
parameters for the Monte Carlo method. It automatically prepares variance 
reduction parameters for the CADIS methodology, which is and effective 
technique for variance reduction of fixed-source/shielding problems (13,17,18). 
The Consistent Adjoint Driven Importance Sampling (CADIS) methodology 
includes formulations for source and transport biasing parameters, and their 
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implementation within the weight-window technique. CADIS uses the 
importance function for sampling "important" particles for an objective function 
(or detector response). For source biasing, it utilizes the following formulation 

fl/^w g y > , (6) 
¥V R 

where, y/ + (P)is the importance function, q(P) is the unbiased source in phase-
space P, and R is the response for the reaction of interest in s"1, normally the 
integrated forward flux and reaction cross section over all phase space. To 
conserve the total number of particles, the weights of source particles are 
adjusted by 

*</>) = — • (7) 
ψ\Ρ) 

And for transport biasing, CADIS alters the number of particles that are 
transferred from one phase space to another. This means that if the phase space 
Ρ has a higher importance than the phase space P\ particles are split during 
simulation according to the ratio of the importance function given by 
ψ+(Ρ)/ψ*(Ρ')9 while if the opposite is true, the particles are rouletted. 
Following this split/roulette process, to preserve the expected number of 
particles, the particle statistical weight is modified according to 

'ψ\Ρ') w(P) = w(P')\ (8) 
ψ+(Ρ) 

The major difficulty in using CADIS is determination of adjoint 
("importance") function distribution. The S N method is a more practical 
approach for determination of an adjoint function distribution for any general 
problem. However, to perform an S N calculation, one is faced with difficulty of 
preparing input files for cross-section generation and deterministic adjoint 
transport code. To overcome this difficulty, we have developed strategies for 
automatically generating input files for discrete ordinates calculations, including 
mesh generation and material cross section preparation, directly from an M C N P 
code input deck. The modified version of the M C N P code that contains these 
features is designated as A 3 M C N P . 

A 3 M C N P performs the following tasks (17,19): 
1) Prepares the necessary input files for a deterministic adjoint calculation. 

• Generation of a mesh distribution for deterministic adjoint. The mesh 
generator utility first generates a uniform mesh distribution to extract 
information on material distribution, and then through a back-thinning 
process, prepares a variable mesh distribution. 

• Preparation of the input file for the Three-dimensional Discrete 
Ordinates Transport (TORT) S N code (19). 
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• Determination of material compositions and preparation of input files 
for the GIP code for generation of multigroup cross sections. 

2) Reads the adjoint (importance) function from the standard TORT binary 
output file and prepares source biasing parameters and space- and energy-
dependent weight window lower bounds via Eqs. 19 and 21. 

3) Superimposes the detailed weight window values (based on the 
deterministic spatial-mesh distribution and energy-group structure) onto the 
Monte Carlo model and uses them in a transparent manner. 

5. Application of SN, Monte Carlo, and Hybrid Techniques to 
Real-World Problems 

In this section, we present the results of simulations of three real-world 
problems using S N , Monte Carlo, or hybrid methods. The three problems are: i) 
Prompt Gamma Neutron Activation Analysis (PGNAA), a waste assaying device 
using active interrogation; ii) a Computed Tomography (CT) device for medical 
imaging diagnosis; and iii) a Spent Fuel (SF) Cask for storage of spent nuclear 
fuel. 

5.1. Simulation of the P G N A A Assaying Device 

This example demonstrates how one can combine the S N and Monte Carlo 
methods in order to devevelop an efficient and accurate methodology. 

The device is the Westinghouse P G N A A system that is used for active 
interrogation of a waste drum containing Resource Conservation and Recovery 
Act (RCRA) metals. As shown in Fig. 1, this device includes a source 
(deuterium-tritium (D-T) 14 MeV neutron generator), a high-purity germanium 
(HPGe) gamma detector, and a polyethylene interrogation chamber (for 
moderating neutrons), which houses the source and a waste drum. 

The device functions as follows: 14-MeV neutrons are generated following 
a pulse, these neutrons are theremalized by scattering within the polyethylene 
chamber and the waste itself, thermal neutrons are captured by materials in the 
drum, and a fraction of resultant gamma rays are detected by HPGe following 
traveling through the waste. There are two transport processes: i) neutron 
transport which leads to the generation of gamma rays; ii) gamma transport to 
the HPGe gamma detector. Since the source is a pulsed source, the geometry is 
complex; therefore, a first approach could be full 3-D, time-dependent transport 
(either M C or SN). Rather than following a brute force approach, first we studied 
the behavior of the thermal neutrons and the resultant gamma rays in the waste; 
we demonstrated that the induced gamma-ray flux reaches a quasi-static state in 
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a rather short time. This means that the gamma transport can be performed via a 
time-independent transport calculation. Further, considering the adjoint 
methodology (7), the gamma detector response can be determined by 

R=<SW+>, (9) 

where, S is the gamma source distribution within the system, and Ψ* is the 
adjoint function distribution for the detector. So, considering the above 
discussion, we developed a two step process: i) to obtain the gamma source 
from waste, we performed a time-dependent 3-D M C N P Monte Carlo 
calculation; ii) to obtain the detector adjoint function distribution, we performed 
3-D P E N T R A N S N calculation. Besides the fact that it is more efficient to obtain 
a detailed adjoint function distribution via a deterministic calculation, the use of 
adjoint function provided significant flexibility for testing different sources and 
analyzing different system parameters. 

Figure 7. Schematic of the PGNAA device. 

Using this hybrid methodology, we were able to optimize the P G N A A 
system, and determine various important parameters. As evidence of the 
accuracy of the methodology, Table II gives the predicted amount of 
contaminant by scanning different axial segments of a sample 55-gallon waste 
drum with a nonuniform distribution of mercury. Our results indicate that our 
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hybrid methodology is not only an efficient approach, but also has accurately 
predicted the average amount of contaminant. 

Table II. Hg Concentration Values Reported from Simulation Runs 
Performed with Different Numbers of Axial Locations Along the Height of 

a 55-gallon Drum Containing a Waste Matrix with Nonuniform Hg 

Scan Height 
(cm) 

No. of 
Axial 

Positions 

Average Hg Cone. 
Based on Detector 
Response ( ppm) 

Deviation from True 
Average H g Cone, of 

250 ppm 
5.08 12 249.8 - 0 . 0 8 % 
10.16 6 250.2 0.08 % 
15.24 4 247.0 - 1 . 2 % 

5.2. Simulation of the CT Device 

This example demonstrates that with a new type of angular discretization, 
the S N method can be significantly more efficient for simulation of a problem 
which generally is modeled using the Monte Carlo method. 

The process of creating a CT image is illustrated in Fig. 2. CT imaging is 
also known as Computed Aided Tomography (CAT) scanning. A typical CT 
scanner looks like a large doughnut. The patient aperture spans 60 to 70 cm (24" 
to 28") in diameter. Inside the CT scanner housing is a rotating frame which has 
an x-ray tube mounted on one side, with a the banana shaped detector mounted 
on the opposite side. 

Medical CT scanners use a collimated x-ray source to produce a fan-beam 
of radiation that illuminates the entire target. Modeling of such a directional 
beam is highly problematic for a standard S N transport method, which uses a 
standard "level-symmetric" angular quadrature set (20-22). 

To compare P E N T R A N S N results with M C N P Monte Carlo predictions, we 
considered 20 tally locations on the far side of the target. The tallies are arrayed 
on a circle of radius 31 cm concentric to the target, equally spaced in angle 
around a portion of the circle. A P E N T R A N model, as shown in Fig. 3, was 
developed with 12,500 spatial meshes (20). The two-group calculations 
performed by P E N T R A N used group 16 and 17 from the 20 group BUGLE-96 
gamma ray cross-section library. The source emits x-rays into the first group 
(between 100 and 200 keV). The second energy group effectively represents the 
scattered photon flux, and includes particle energies between 100 and 60 keV. 

A standard level-symmetric angular quadrature set is limited to S20 (440 
total directions on the unit sphere, 55 per octant). S20 does not contain enough 
directions for this problem, and the flux distribution calculated with S N using this 
level-symmetric quadrature set is not accurate, and as shown in Figure 4, 
exhibits significant "ray effects" (8,23). 
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Figure 2. Schematic of CT system. 

Figure 3. XY Projection of thePENTRAN discretized model. 
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To overcome this limitation in the number of directions modeled, we first 
employed the standard equal-weight technique, which does not have any 
limitations on the number of directions. However, to achieve an accurate 
solution, we had to use an S50 quadrature set (i.e., 2600 directions/mesh/group) 
and operate P E N T R A N on 20 processors. Figure 5 shows that clearly we 
eliminate ray effects, but this calculation required significant computational 
resources. 

To reduce the cost of this simulation, we developed new biased quadrature 
sets that are well suited for medical problems with highly direction sources as in 
a C T device. One technique is referred to as ordinate splitting (OS) (20,21% 
which allows for the splitting of directions in preferred directions of interest. 

Figure 6 depicts a comparison of flux distributions obtained via M C N P 
Monte Carlo and P E N T R A N S N (with different quadrature sets) across the fan 
beam at a radius of 30 cm from the center of the CT. As shown in Fig. 6, the OS 
technique in this application can yield accurate solutions with significantly fewer 
directions than the S50 equal-weight quadrature set. The advantage of the OS 
technique is more evident in Table III, which compares the computer resources 
and amount of information generated. 

Table III results indicate that compared to the Monte Carlo M C N P 
calculation, the P E N T R A N S N method, with an appropriate angular quadrature 
set, i.e., OS, can yield an accurate and detailed solution with minimal computer 
time. Based on the generated information, the P E N T R A N S20 with OS is ~ 2642 
times more efficient than the M C N P Monte Carlo calculation. 

Table III. Comparison of CPU, Memory for Different CT Simulations 

Method CPU Time 
Memory 

(Mb) 
Datapoints/s 
/processor 

MCNP Monte Carlo 3000 s - 0.0067 

PENTRAN S50 
Equal Weight (325 

dir/octant) 

640 s (20 
processors) 

(4/1/5)* 
2417 0.98 

PENTRAN S20 
Equal Weight with 
Ordinate Splitting 

(79 dir/octant) 

451 s (1 
processor, 
interactive) 

204 17.7 

•Number of angular, energy, and spatial subdomains, respectively. 
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Figure 4. Predicted PENTRAN x-ray distribution in CT device with S20 
level-symmetric quadrature set. 

Figure 5. Predicted PENTRAN x-ray distribution in CT device with S50 
equal-weight quadrature set. 
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5.3. Simulation of a Fuel Cask 

In this section, we will examine the accuracy and performance of S N , Monte 
Carlo, and hybrid methods for determination of flux/dose over the surface of an 
independent spent fuel storage installation (ISFSI) (23). For this exercise, we 
utilize the P E N T R A N S N , M C N P Monte Carlo, and A 3 M C N P hybrid code 
systems. Normally, the M C method is used for this type of simulation. 

Typical concrete ISFSIs are approximately 6.10 m high and over 3.30 m in 
diameter. Their large size and complex material composition presents difficulties 
for both the S N and M C methods. A detailed geometric model was developed for 
both the P E N T R A N and M C N P / A 3 M C N P code systems. Figure 7 depicts the 
mesh material distribution for the 3-D P E N T R A N model. The ISFSI cask rests 
on a concrete pad. The source magnitude and spectrum are based on typical 
spent PWR power reactor fuel assemblies. Flux-to-dose conversion factors and 
multigroup cross sections were obtained from the CASK-81 cross section library 
(24). C A S K is a 40 group, 22 neutron-18 gamma coupled cross section library 
specifically tailored for shipping casks. The reference P E N T R A N model 
included 195,144 spatial meshes, 22 neutron energy groups, P3 anisotropic 
scattering, and an S12 quadrature set. This model required ~ 9.2 Gbyte of 
memory, which was distributed among 8 processors (i.e., ~ 1.15 Gbyte 
processor) of the UFTTG's Chadwick cluster (2Gbyte/node dual Pentium III 
processors). 

Table IV compares the average dose calculated within two axial intervals 
located in the middle of the cask surface. As expected the continuous-energy 
M C N P and A 3 M C N P calculations yield identical results, while the multigroup 
M C N P calculation under-predicts the results by - 30 %; this partly due to the 
fact that the C A S K library is based on ENDF/B-II continuous-energy cross 
sections that use old data. Table V compares the calculated multigroup M C N P 
predictions with the P E N T R A N results. 

Table IV. Comparison of Calculated Dose Using Continuous Energy 
A 3 M C N P , Continuous and Multigroup M C N P Code Systems 

Axial Interval 
(cm) 

A3MCNP 
Cont. Energy 
[(mrem/hr)/ 
n/cm2/s]* 

MCNP 
Cont. Energy 
[(mrem/hr)/ 
n/cm2/s]* 

MCNP 
Multigroup 
[(mrem/hr)/ 
n/cm2/s]* 

262.9 - 299.5 2.12E-04 (0.83%) 2.13E-04 (1.14%) 1.50E-04 (1.18%) 
299.5-336.1 1.98E-04 (0.95%) 1.97E-04 (1.19%) 1.39E-04(1.23%) 

*One standard deviation statistical uncertainty is given in %. 
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Figure 7. PENTRAN discretized model of fuel cask with material distribution. 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
2

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



179 

Table V. Comparison of Multigroup M C N P and P E N T R A N results 

Axial Interval 
(cm) 

MCNP Multigroup 
[(mrem/hr)/n/cm2/s] * 

PENTRAN Multigroup 
[(mrem/hr)/n/cm2/s] * 

262.9 - 299.5 1.50E-04 (1.18%) 1.57E-04 
299.5 -336.1 1.39E-04(1.23%) 1.47E-04 

*One standard deviation statistical uncertainty is given in %. 

These results indicate that the P E N T R A N results have equivalent accuracy 
compared to the multigroup M C N P results, i.e., using the same nuclear data 
library, the P E N T R A N predictions are equivalent to the M C N P Monte Carlo 
predictions. 

In addition to the accuracy of these calculations, it is important to examine 
the computation times and the amount of information obtained. Table VI 
summarizes comparisons of performance. For consistency, the amount of time 
required to reach an average one standard deviation statistical uncertainty of 1 % 
is considered as the basis for the timing comparison among the Monte Carlo 
calculations. 

Table VI data indicate that the A 3 M C N P computation is highly efficient (by 
a factor of 140) compared to the unbiased M C N P , and P E N T R A N is 1.7 times 
faster than the unbiased MCNP. Furthermore, if one compares the performance 
based on the number of data values generated per hour/processor, then 
P E N T R A N is by far the dominant tool, while again A 3 M C N P is highly effective 
as compared to the unbiased M C N P . 

Table V I . Comparison of Timing for Different Methods 

Model 
# 

CPU 
Dose 

Ratio to 
Reference 

Run 
Time 
(hrs) 

Speedup 
Number of 
data/hr/ 

processor 
A 3 M C N P 

Cont. Energy 
1 1.00* 1.5 140 1,856 

M C N P Unbiased 
Cont. Energy 

8 0.99 214* 1.0* 3.75 

M C N P Unbiased 
Multigroup 

8 0.70 362 0.6 2.37 

P E N T R A N 
'Small' Model 

8 0.74 123 1.7 4,375 

* M C results at axial mid-plane are converged to one std. dev. uncertainty of 1 %. 

Finally, it is interesting to note that the unbiased M C N P calculations lead to 
no counts tallied in the top or bottom sections of the cask, while the A 3 M C N P 
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calculations yield dose values with ~ 20 % uncertainties. To achieve a 
statistically more reliable result, we ran A 3 M C N P for 8 C P U hours to achieve 
doses with relative errors < ~ 5.1 %. Table VII compares the P E N T R A N and 
A 3 M C N P results at top of the cask. It is important to note that P E N T R A N yields 
dose values within 20 % of the continuous energy A 3 M C N P predictions. Further, 
this information is obtained without further effort, obtained in the same 
calculation. 

Table VII . Comparison of P E N T R A N & A 3 M C N P Results in Top of Cask 

Axial Interval 
(cm) 

A3MCNP 
Cont. Energy 

[(mrem/hr)/n/cm2/s] * 

Multigroup 
PENTRAN 
[(mrem/hr)/ 

n/cm2/s] 

Dose Ratio 
PENTRAN 
A3MCNP 

504.8 - 526.6 1.70E-06 (3.36%) 1.843 0.82 
526.6 - 548.4 9.97E-07 (5.08%) 0.806 0.79 

*One standard deviation statistical uncertainty is given in %. 

6. Summary and Conclusions 

This chapter reviews both the S N deterministic and the statistical Monte 
Carlo methods. It discusses the inherent advantages and disadvantages of each, 
and briefly reviews work done by the UFTTG to improve the efficiency and 
accuracy of both methods. Through applications to real-world problems (a 
contamination interrogation device, a CT scanner, and a fuel storage cask), we 
demonstrate that depending on the problem and specific user objectives, one 
method may be superior to the other method. Moreover, in more complex 
problems, hybrid combinations of the Monte Carlo and S N techniques can often 
yield the most efficient simulation approach. 
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Chapter 13 

MCNP-CP: A Correlated Particle Radiation Source 
Extension of a General Purpose Monte Carlo 

N-Particle Transport Code 

Andrey N. Berlizov 

Institute for Nuclear Research, National Academy of Sciences of Ukraine, 
47, Prospekt Nauki, MSP 03680, Kyiv, Ukraine 

An extended version, MCNP-CP, of the general purpose 
Monte Carlo N-Particle transport code MCNP4c was created. 
It allows performing calculations with a source of correlated 
nuclear particles based on the Evaluated Nuclear Structure 
Data File ENSDF. Owing to the implemented versatile pulse 
height tally coincidence/anticoincidence modes, MCNP-CP 
presents wide possibilities for the calculation and optimization 
of the performance of single-detector as well as multi-detector 
systems for measurements with real radiation sources. The 
chapter gives a brief description of MCNP-CP features and 
presents a number of examples of its application to modeling 
responses of typical spectrometry systems. 
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Decay of radioactive nuclei and isomeric states usually represents a complex 
multi-stage atomic-nuclear process, in which nuclear transformations are 
accompanied by cascades of electromagnetic transitions in the nucleus and 
atomic shell, resulting in emission of space and time correlated particles: 
photons, β-particles, discrete energy electrons, and X-rays. Correct prediction of 
a detection system response for measurements of such sources requires 
application of an adequate source model, which on the basis of the available 
atomic and nuclear data would accurately reproduce peculiarities of the decay of 
a particular radionuclide as well as probabilistic characteristics of decay 
radiations. 

Despite the fact that presently M C N P (/) is widely utilized for evaluating 
performance of nuclear radiation detectors, in most cases the capabilities of the 
code do not allow modeling the response and calculating characteristics of 
detection systems for measurements with real radiation sources. One of the most 
essential reasons for this is that the standard version of M C N P considers only 
one source particle per history and only one particle type per calculation run. 
Another serious restriction is the absence of standard means for calculating pulse 
height distributions for the detection systems that use coincidence 
/anticoincidence measurement techniques. 

Believing that overcoming the indicated drawbacks could significantly 
broaden the scope of M C N P application in the fields of nuclear spectroscopy 
and applied spectrometry, an extended version of the code, MCNP-CP, was 
created based on previous developments (2,3) by the author. A radionuclide 
cascade source of correlated particles as well as versatile capabilities for 
modeling the response of a system of detectors connected in multiple 
coincidence/anticoincidence modes were implemented in this extended version 
of the code in a consistent way. The following sections of the chapter present a 
brief description of MCNP-CP arid give a number of examples of its application. 

Description of the MCNP-CP Features 

As a basic source of information about decay properties of radionuclides 
MCNP-CP uses the comprehensive Evaluated Nuclear Structure Data File 
ENSDF. Another option is the use of a problem specific radiation source data 
file in ENSDF/2 format, which must be prepared by the user according to the 
established rules (4). 

The required dataset is specified by means of a Z A M keyword, which was 
introduced into standard M C N P general source data card 

SDEF ... Z A M = zzzaaam ... , 

where zzz is nuclear charge, aaa is atomic number, and m is isomeric index of a 
radionuclide of interest. This keyword can be used in combination with standard 
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SDEF keywords, such as C E L , SUR, Χ, Υ, Ζ, POS, EXT, R A D , A X S , and C C C , 
which specify radiation source geometry and location. 

Where necessary, the ENSDF data are supplemented by calculations with 
application of known theoretical models and approaches. In particular, spectral 
distributions of β-particles from β'-decay are calculated for particular energies, 
forbiddances and uniqueness of the corresponding β-transitions using theoretical 
formulas. Probabilities of vacancy creation in the atomic K-shell and L î > 2 , 3 -

subshells at electron capture are calculated based on the theoretical calculation 
data provided in (5). In the case of P+-decay, the probability of emission of a pair 
of 511-keV annihilation photons is evaluated assuming local deposition of 
kinetic energy of a positron and neglecting in-the-flight annihilation processes. 
Energies and directions of the annihilation photons are subject to Doppler 
shifting in the course of simulation, based on the evaluations in Ref. (6). For 
each electromagnetic transition probability of γ-ray emission as well as 
probabilities of the K-shell and Lij2,3-subshell vacancy creation due to the 
internal conversion process are evaluated based on the internal conversion 
coefficient (ICC) data. If experimental ICCs are not provided in the input 
ENSDF file, the corresponding theoretical values (7-9) for particular energy, 
multipolarity and type of transition are used. Based on the information on 
momentums of the involved nuclear levels and mixing ratios of the 
corresponding electromagnetic transitions, angular correlation functions are 
calculated for each pair of cascade γ-rays on the basis of known theoretical 
formulas (10,11). To ensure correct modeling of intra-atomic transitions 
resulting in single and double X-ray fluorescence as well as emission of Auger-
electrons, data from the evaluation (12) of the probabilities of radiative and 
radiation-less atomic transitions at the K-shell and L 1 2 )3-subshell vacancy filling 
are used. Energies of the K - and L-shell conversion electrons as well as of the K -
L X and K - M X Auger-electrons are calculated for each electromagnetic 
transition based on the atomic-shell binding energy data reported in (13). 

The obtained comprehensive data array is used by MCNP-CP for 
performing a full-scale simulation of the radioactive decay process, which yields 
random composition (quantity and types) and probabilistic characteristics 
(energies, times, directional cosines) of a set of emitted correlated nuclear 
particles. A new card 

CPS RT 1GA IAN IKX ILX 1BT ICE 1AE 1GG 

was introduced to specify particular modes of source modeling. The first entry 
on the card, RT, is the basic source mode switch, whose function will be 
considered further. Next 7 entries provide the possibility to enable or disable 
simulation of the emission of different types of particles, such as γ-rays (IGA), 
annihilation photons (IAN), K X - and LX-rays (IKX and ILX), β-particles (IBT), 
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conversion and Auger electrons (ICE and ΙΛΕ). The last entry, IGG, is used for 
turning on/off modeling of angular correlations of cascade γ-rays. 

Depending upon the RT value, three different modes of the M C N P - C P 
source modeling are possible. Any positive number of RT is considered as the 
length of a particle grouping time interval in shakes (one shake equals 10~8 s). In 
this case all emitted particles are grouped within consecutive time intervals 
according to their emission times, which are sampled based on the lifetimes of 
nuclear levels involved in the particular realization of a sampled decay. Each of 
these particle groups is then tracked in different histories (one history per group), 
thus assuming no correlations between groups. In this source modeling mode RT 
value can be interpreted as the pulse-pair resolving time of the pulse pileup 
rejection or coincidence/anticoincidence circuits. If RT is set to zero then all 
particles are considered within one group disregarding their emission times. This 
mode corresponds to the case of a total correlation between all emitted particles, 
which are tracked within the same history. This is the case of a total (forced) 
correlation. And if RT is set to any negative number then an uncorrelated source 
mode is turned on. In this mode all particles are sampled independently using 
per-decay probabilities. Tracking of particles is carried out in separate histories, 
one history per one particle. 

To allow modeling the response of a system of detectors connected in 
coincidence/anticoincidence modes, a standard M C N P pulse-height tally F8 was 
upgraded. In particular a new tally bin format was introduced as follows 

((Sj ... S7) + ( C 7 / ... CtJl) ...-(An ... AJKi)... ). 

The first entry represents a combination of geometry cells, which need to be 
tallied, while the rest of the bin description specifies a particular condition, under 
which tallying will be done. In particular, entries preceded with plus/minus signs 
specify coincidence/anticoincidence channels, whose pulses are appropriately 
connected to produce a so-called gating signal. As shown on the top of Fig. 1, 
each coincidence/anticoincidence channel consists of a group of cells, whose 
pulses are analyzed by single channel analyzers (SCA) and then logically ored to 
produce an output signal. Lower and upper level thresholds of the SCAs are set 
for each geometry cell using two specially designed data cards U L D and L L D . 
The number of coincidence and anticoincidence channels (or in other words 
coincidence and anticoincidence multiplicities) can be up to 10. Logical schemes 
of formation of the "Pulse" and "Gate" signals are shown on the bottom of 
Figure 1. 

As output MCNP-CP produces extensive tables containing detailed decay 
properties of a radionuclide under consideration and properties of its decay 
radiations. In addition a γ-γ-coincidence table, sum peak energy table and true 
coincidence summing-in prediction table are included. Source diagnostics, 
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Coincidence Channel (CC) Anticoincidence Channel (AC) 

Cells for tallying 
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AC M 

\AND 
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->0 

Figure 1. New coincidence/anticoincidence capability of the pulse height tally 
F8: structure of the cell groups representing coincidence/anticoincidence 
channels (on the top) analogic of the "Pulse" and "Gate" signal formation 

(on the bottom). 

containing average numbers of sampled particles as well as a matrix of 
correlations between numbers of different types of particles, are reported also. 

MCNP-CP Application Examples 

As an example let us consider the case of a γ-spectrum measurement of a 
[Nb point source by means of a coaxial HPGe detector having a relative 
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6+ 0.0 2.03· 104 y 
94! Nb 

Qp_ = 2045.4 4+ 

2+ 

0+ 

97.9% 
702.63 E2 

1573.72 

871.09 

100% 
871.08 E2 

0.0 

5.0 ps 

2.88 ps 

stable 
94 M o 

Figure 2. Decay scheme of94Nb. 

efficiency of 60 %. The decay scheme of 9 4 Nb is shown in Fig. 2. The external 
dimensions of the detector crystal are 074 χ 53 mm, crystal to end cap distance 
= 5 mm, rear contact dimensions = 010 χ 36 mm, input window = 1.5 mm 
aluminum, inactive germanium from the input window side = 0.7 mm. The 
detector construction components behind the crystal were imitated with 30 mm 
thick aluminum disk. The source was placed on the detector axis at 1 mm 
distance from the detector cap. 

Figure 3 shows two simulated responses obtained for RT= 500 ns (a typical 
value for the pulse-pair resolving time of pile-up rejection systems) and RT=-\ 
(source of uncorrected particles). One can see a significant difference between 
these two cases all over the energy range, which is explained by the true-
coincidence summing of the detector pulses originating from strongly correlated 
702.6 keV and 871.1 keV photons. This effect causes transfer of the Compton 
continuum and full energy peak events into the higher energy region of the 
spectrum. For this particular case 702.6 keV and 871.1 keV full energy peak 
areas are decreased by 25 % and 27 % respectively due to the effect, which is 
essential for quantitative γ-spectrometry measurements. 

Figure 4 shows simulated responses for a 1 5 2 E u point source and the same 
detector and measurement geometry. Again, one can notice a significant 
difference between spectra simulated in correlated and uncorrelated source 
modes, which is due to the true-coincidence summing effect. As in the previous 
case the effect causes significant reduction of the full energy peak areas and 
transferring of low energy continuum counts to the upper energy range of the 
simulated spectrum. 
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Figure 3. HPGe coaxial detector responses for 94Nb cascade χ-source, simulated 
in correlated (solid line) and uncorrelated (filled area) source modeling modes. 

Figure 4. HPGe coaxial detector responses for 152Eu cascade γ-source, simulated 
in correlated (solid line) and uncorrelated (filled area) source modeling modes. 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
A

ug
us

t 9
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
3

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



190 

Next example concerns calculation of the response for a point 1 J 7 C s source 
located at the axis of a planar low-energy HPGe detector with the following 
geometrical dimensions: crystal = 016 χ 10 mm, crystal to end cap = 5 mm, 
thickness beryllium window = 0.13 mm (0.005 in.). Responses were simulated 
in two different modes of the source modeling - in forced correlation modeling 
mode (RT=0) and when 500 ns particle grouping time interval was chosen 
(RT= 50). 

Simulated responses are shown in Fig. 5, where together with the 
contribution of 661.7 keV photons one can see a considerable numbers of 
counts caused by barium X-rays, conversion electrons and β-particles all over 
the energy range. Note, that the response simulated for 500 ns grouping time 
gives a much lower intensity of counts in the upper energy range of the 
spectrum. This reflects the well-known fact that no real correlation actually 
exists between emitted gammas and beta-particles due to the long half-life of the 
661.7 keV isomer 1 3 7 m B a (T 1 / 2 = 2.55 min), which is populated in the considered 
decay. 

Figure 5. Simulated responses of a planar low-energy HPGe detector with a 
thin 0.005 in. beryllium window for measurements with 137Cs source. 

As the last example, let us consider γ-spectrometry measurements with the 
use of a hypothetical Compton suppression system, whose model is shown in 
Figure 6. It consists of the above 60 % HPGe coaxial detector as an analyzing 
detector, as well as annular and plugs B G O scintillation detectors, which serve 
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as guard detectors. The thickness of the guard detector crystals was chosen to be 
30 mm and 40 mm for annular and plug detectors respectively. Both guard 
detector crystals were assumed to have 1.5 mm aluminum coating. 

Figure 6. A model of a hypothetical Compton suppression spectrometer with 60 
% HPGe analyzing detector and annular and plug guard detectors based on 

EGO scintillation crystals. 

System responses were calculated for a Nb point source located in contact 
with the analyzing detector cap on the detector crystal axis. Results of the 
calculations for different combinations of guard detectors being connected in 
anticoincidence mode are shown in Fig. 7. Although the coincidence mode does 
not correspond to a real operating mode of conventional Compton suppression 
systems, it was considered also solely with the purpose of demonstration. 
Results of these calculations are also presented in Fig. 7. 

The responses shown demonstrate great potential of M C N P - C P for 
predicting characteristics as well as for optimizing construction and working 
modes of spectrometry systems, which use coincidence/anticoincidence 
measurement techniques. By the way, as it was shown in (14\ M C N P - C P can 
adequately address the very actual problem of the true-coincidence summing 
correction factor calculation, not only for traditional single detector γ-ray 
spectrometers, but also for the Compton suppression systems, for which the 
influence of the effect is much more pronounced. 
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Figure 7. Responses of a hypothetical Compton suppression system Jor 
measurements with 94Nb point source and different combinations of guard 

detectors connected in anticoincidence (on the top) and coincidence (on the 
bottom) modes. 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
A

ug
us

t 9
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
3

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



193 

Summary 

A standard MCNP4c code was extended to allow carrying out calculations 
with a source of correlated nuclear particles. A new version of the code, M C N P -
CP, performs statistical simulation of processes accompanying radioactive decay 
of a specified radionuclide, yielding characteristics of emitted coincident nuclear 
particles, which are then tracked through the problem geometry within the same 
history. For modeling radioactive decay, MCNP-CP considers emission of 
cascade gamma-rays, continuum energy electrons from p~-decay, annihilation 
photons accompanying p+-decay, monoenergetic electrons from internal 
conversion on the atomic K-shell and L12,3-subshells; K - and LX-rays due to 
single and double fluorescence occurring with electron capture and internal 
conversion processes, K - L X and K - M X Auger electrons. Quantity, types, 
energies and times of emitted particles are sampled according to the properties of 
the decay scheme of a particular radionuclide, which are taken from the 
evaluated nuclear structure data file ENSDF. γ-γ angular correlations are taken 
into account for sampling emission directions of cascade γ-rays. 

MCNP-CP presents a powerful tool for predicting performance of γ- and β-
spectrometry systems, as well as for optimizing their construction and 
operational modes for measurements with real radiation sources. A versatile 
multi-cell coincidence/anticoincidence pulse height tally is another unique 
feature of MCNP-CP, which gives an opportunity of modeling real source 
responses and efficiencies of such multi-detector systems as phoswich, cluster, 
and clover detectors, escape/Compton suppression and pair spectrometers, large 
detector arrays etc. 
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Chapter 14 

Creation of Realistic Radiation Transport Models 
of Radiation Portal Monitors for Homeland Security 

Purposes 

S. M . Robinson, R. Kouzes, R. J . McConn Jr., R. Pagh, J . E. Schweppe, 
and E . R. Siciliano 

Pacific Northwest National Laboratory, P.O. Box 999, P8-50, 
Richland, W A 99352 

Much of the data used to analyze and calibrate alarm 
algorithms for radiation portal monitor (RPM) systems has 
come from actual measurements of vehicles passing through 
RPMs. Due to the inherent limitations and expense of taking 
data with controlled radioactive sources, the majority of these 
data contain no sources except for naturally occurring 
radioactive material (NORM) cargo sources in the presence of 
natural background. Advances in computing capabilities have 
made it feasible to simulate "in-the-field" detector responses 
from a wide variety of source/cargo configurations, and to 
produce data matching that generated in the field. 
Computational models have been developed by the Radiation 
Portal Monitor Project (RPMP) for many detectors, vehicles, 
cargo configurations, and sources. These models are being 
used to simulate R P M responses to complicated source/cargo 
configurations for vehicles with and without sources. The 
simulated data is, and will be used to 1) complement existing 
field data, 2) help guide the progress of future data taking, 3) 
improve our ability to calibrate and refine alarm algorithms, 4) 
verify the causes of effects seen in the field, and 5) look for 
unknown effects not corresponding to theoretical models. A 
large set of simulated data that has been validated against field 
data will allow for in-depth testing of detection alarm 

© 2007 American Chemical Society 195 

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

01
4

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



196 

algorithms for a variety of source scenarios. An overview of 
the P N N L / R P M Modeling System will be presented. 
Highlights from selected results already obtained and 
compared to data will be shown, and a set of ongoing cases 
being simulated will be outlined. 

Introduction 

Status of Field Data 

Although some data from actual Radiation Portal Monitor (RPM) 
deployments are available to authorized researchers and laboratories, these data 
are limited in their use to any individual researcher. They are difficult to analyze 
systematically, mainly because of differences in backgrounds and 
N O R M / T E N O R M 1 cargo rates at individual installation locations. Furthermore, 
data involving actual targeted sources (as opposed to only N O R M cargo or 
natural backgrounds) are difficult to obtain, and small in number. This has led 
researchers to conduct individual tests on desired source scenarios, but these 
data are not kept in a standard location or format. There is a great need for a 
large and standardized data set, containing many targeted source scenarios. This 
would allow for analysis of data characteristics in a well-understood 
environment. Also, this would facilitate testing of alarm algorithms and source 
detectability. 

Overview of Large-Scale Simulation System 

A comprehensive data production system has been created to simulate the 
results from in-field R P M configurations. This system includes a variety of 
models of vehicles, cargos and sources. Each vehicle is stepped horizontally 
through simulated R P M installations, to model drive-throughs at various speeds. 
To provide a high-degree of realism, the dimensions and composition of all 

'Naturally occurring radioactive material. Road Salt and Granite are two 
common N O R M sources. One subclass of N O R M is T E N O R M 
(Technologically enhanced NORM). For example, alkaline batteries and some 
salts are rich in natural 4 0 K due to chemical processing. 
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components comprising these models are verified for accuracy against actual 
vehicles and R P M units. As shown in Fig. 1, these models can be used to create 
simulated data sets which behave like actual field data, giving confidence that 
they can then be used in evaluating algorithm responses to source scenarios. The 
ability to test detection algorithms against numerous source scenarios is expected 
to greatly aid in optimization of future algorithms, including the use of multiple 
algorithms together in "hybrid" algorithm schemes. 

Numerical Modeling 

Cargo and Vehicle Models 

A set of very specific and detailed models have been constructed for use in 
the simulation of POV (Personally Owned Vehicle) and Cargo lanes, commonly 
found at border crossing R P M installations. Of particular interest is the so-called 
"Ε-Van Model" (/). This model was constructed to simulate the shielding effects 
an averaged-sized privately-owned vehicle (POV) would have on a small, but 
finite radioactive source being transported by the vehicle. It was based on the 
geometry of a Ford Econoline™ van, with the specific component dimensions 
representing a composite of the Econoline™ models E-150/250/350 for the 
model year 2000. The Ε-Van development objective was to include with 
sufficient detail all the structural features of a realistic van that would provide 
"intrinsic" shielding. 

Also of interest is the "Cargo Truck" lane model (Fig. 2). In this model, a 
large cargo vehicle is filled with standard cargo boxes, which can be filled with a 
variety of materials. Materials of disparate densities, hydrogen content and 
atomic number, such as air, polyethylene and concrete are considered, and 
modeled in the M C N P input decks. Like the Ε-van model, the Cargo Truck 
model also contains specific details of vehicle construction, but is also meant to 
be a general model for all vehicles carrying standard configurations of 
commercial cargo. Wooden cargo pallets are present, along with a choice of 
several cargo box heights and configurations. As in the field, this vehicle model 
is simulated to pass through a cargo lane, whereas the Ε-Van model is simulated 
to pass through a POV lane. 

Detector Models 

For this work, it is also necessary to simulate the specific detection systems 
in deployment, and those under consideration for future use. A variety of models 
for PolyVinyl-Toluene (PVT) and Thallium-doped Sodium-Iodide (Nal(Tl)) 
based detection systems have been created, verified and validated (see below). 
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Figure 2. The "Cargo Truck Model. " 
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In the data sets produced by this research, the responses of each of these systems 
will be computed. 

Verification and Validation of Models 

An important step in ensuring the reliability of simulated data is to "verify" 
the accuracy of all model components, and "validate" the results whenever 
possible. In generic terms, verification means the encoded instructions solve the 
model problem correctly, whereas validation indicates the degree to which the 
model output represents the real world. In the context of the RPMP models, 
verification is used to mean the dimensions and compositions of the encoded 
model components represent the corresponding real-world components correctly, 
and validation means the simulated responses compare well to measured 
responses. This work is currently in progress, and results have shown that the 
cargo model exhibits the expected effects on source detectablity, including 
radiation attenuation by dense cargo, detection asymmetry of a source placed on 
one side of the vehicle, and "channeling" of gamma rays through less dense 
cargo areas. As an example, the source is placed either in the middle of the 
vehicle, or toward the passenger's side, and results are calculated for the detector 
panels on the top and bottom of either side of the R P M lane (Fig. 3). Once 
models are verified, the results of the simulations must be validated, meaning 
that a high level of confidence must be established that the models produce 
results in keeping with actual quantitative measurements. Measurements have 
been made on standard sources to validate the simulated detector responses 
against the actual responses, in the case of PVT and Nal-based portal monitor 
systems (Fig. 4). Verification and validation of these models are important steps 
in establishing confidence in the results of the simulations using them. 

Computing Environment - M C N P 

The calculations use the general-purpose Monte Carlo N-Particle Transport 
code, M C N P (2) with model components constructed to simulate the gamma-ray 
detection system, a vehicle (in which sources may be located), cargo carried by 
this vehicle, and the remaining environment (pavement and atmosphere). 
Simulations must therefore be made to represent all of these parameters, and to 
estimate the detector response from a vehicle passing through an R P M system. 
For this purpose, the M C N P environment will be "wrapped" by a set of scripts 
designed to produce a series of M C N P input files representing the desired 
scenario. After the vehicle model, cargo, potential sources ( N O R M and 
otherwise) and speed of vehicle are specified, an "input script" will take these 
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characteristics and turn them into a time-stepped series of input files, each one 
representing the vehicle's position at some point in time. These input files are 
run as a batch, generating the detector's response to the vehicle at every point in 
time. Then an "output script" wil l be run on the collection of M C N P outputs, 
reading the tallied detector responses, and assembling the results into a time-
series of data that would be seen by the R P M software in the field. These data 
are the "Simulated Field Results" of Fig. 1. 

Figure 3. Arbitrary RPM response (Passenger Side, Driver Side and Totals) 
to source positions in a cargo truck. 
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Figure 4. Real and simulated Ρ VT and Nal responses to a U3Ba source. 

Computing Environment - Multiprocessing 

It is estimated that many tens of thousands of processor hours wi l l be 
necessary to produce the datasets in this work, and so parallel computational 
techniques recently evaluated at P N N L wil l be employed. 

Because of the statistical independence of each Monte-Carlo "trajectory," 
the time required to run M C N P calculations can be reduced significantly by the 
use of parallel processing, and pre-compiled versions of M C N P that enable such 
processing are included in its distribution (3,4). A t P N N L , a prototype system of 
10 heterogeneous desktop computers (the "Heterogeneous Windows Cluster") 
has been constructed for this purpose, and several smaller clusters have been 
installed and configured for use by individual researchers. These systems afford 
large speed increases over traditional desktop hardware alone (Fig. 5), and the 
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use of parallel processing solutions makes generation of the proposed data 
possible in a reasonable time frame. 

Heterogeneous Windows Cluster Parallel Performance 

0.0 5.0 10.0 15.0 20.0 

Total Summed Processor Speed, GHz 

Figure 5. Proportional MCNP speedup of the HWC system in use at PNNL. 

A Comprehensive Model 

As mentioned earlier, the system for constructing and managing the 
simulated data is handled by several scripts that "wrap" the M C N P application, 
providing the desired functionality. A script called Pstudy, written in the Perl 
language (5) has been used in the past for generating this kind of variation in 
M C N P input decks, for parameter studies. An extension to the Pstudy scripts has 
been recently written, allowing for entire pieces of code to be inserted or 
removed automatically. This functionality allows for the iterative replacement of 
sources and cargos, as well as dynamic time-stepped movement of the vehicle 
model. In this way, a simple system is established to simulate R P M response 
from a given vehicle, source(s), velocity and cargo. A further script will be 
utilized to perform permutations on this parameter space, and automatically 
provide each set of results. Each scenario will also be repeated several times 
with a different initial random seed, for greater statistics. 
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Database of Results 

A database will be maintained to hold all of the results from each scenario, 
and to be accessible and searchable for these results. A "standard set" of 
scenarios will be kept in database format to provide a standardized set of data for 
R P M analyses/Each scenario consists of a vehicle driving through the 
appropriate R P M detector, with some cargo configuration and contained sources. 
Each scenario also includes many M C N P runs representing different time 
stepped "snapshots" of the vehicle as it passes through the R P M . In addition to 
gross counts reported from the R P M system, full spectral information is kept 
from each run, recorded over a set of narrow energy bins between 0 and 3 MeV. 
These results will allow for interrogation of energy dependent alarm algorithms. 
Several repetitions of each such simulation will be made, with a different initial 
random number, to establish good statistics on the results. With 5 repetitions for 
each scenario, preliminary results show that the data size of this database will be 
around 250 Megabytes per scenario. 

Alarm Algorithm Testing 

An immediate use for these data will be to test the behavior of algorithms 
deployed in the field. Algorithms will be run directly on simulated field results to 
test the response to source (as well as non-source) scenarios. In this way, alarm 
algorithm responses can be further verified, and several pertinent results (such as 
alarm response to source configuration) can be gained. This will also provide a 
framework for testing more complex algorithm schemes. Since simulated time 
series of data from each scenario will be quickly and uniformly accessible, 
current and future algorithms can be easily tested. It will also be possible to test 
any "hybrid" alarming scheme, in which the results from multiple algorithms are 
used together to generate a single alarm decision. A dense collection of source 
scenario results will make testing and optimization of such complex alarm 
algorithms possible. 

Preliminary Results 

Some preliminary work has been completed, with scenarios created and run 
on the parallel computing infrastructure at PNNL. In one particular case, a l 3 3 B a 
"check source" is placed at an offset location between the pallets of the cargo 
truck model in Fig. 2. The truck is then "driven" through the R P M system with 
the source, at 1 mph. It should be noted that this speed is slower than those 
observed in the field, and is used here for the sake of reproducing a large 
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number of time steps in the figure. It is expected that more repetitions of each 
scenario wil l be needed as vehicle speed increases, and few detections are made 
per time step. Results from the drive-through simulation show the expected 
increase of detection rate when the source is near the detector, as well as the 
asymmetry of detection of a source located to one side of the vehicle (see Figs. 
6, 7). Significant expected statistical fluctuations are present, necessitating 
repetition of these time-histories for good statistical coverage. 

[Close-up of Cargo Boxes | 

jZ-213 c m I
 l~~~T̂ >. 

JZ-118 cm 11, . Γ> 

p. 11 • • • 11 y LU • •Ι{.·1·.·1·Μν.·.ν.·.·ν»πΐ!!!3 

"Offset" 
Source 
Location 

0 

IZ-Ocm I Λ 

Y - 0 c m | Y ° 1 1 7 cm I 

Figure 6. Position of the offset133Ba source. 

Conclusions 

The hardware and software infrastructure present at P N N L is capable of 
being used to produce a wealth of data pertinent to source simulation and 
algorithm analysis. Insofar as it matches data from actual R P M systems, and 
provides a dense collection of targeted source scenarios, this data wil l be useful 
to evaluate and optimize the algorithms currently used in the field. It wil l be 
possible for friture algorithms to be characterized with this system, enabling 
continued improvement of total system performance. 
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Chapter 15 

A Random-Walk Solution to the Heliospheric 
Transport Equation 

Keran O'Brien 

Department of Physics and Astronomy, Northern Arizona University, 
Flagstaff, AZ 86011 

An adjoint random-walk solution to the problem of 
heliospheric transport is presented here. The heliosphere is 
represented by a 140 A U sphere with the sun at 100 A U from 
the bow shock. The dependence of the solar wind on latitude is 
included, varying from 400 to 800 km/s. The diffusion 
coefficient is represented by a simple scalar. Spectra and 
angular distributions at various locations in the heliosphere are 
presented. The leakage flux from the heliosphere is also 
shown. 

Introduction 

Cosmic rays with energies up to about 10 1 6 eV are believed to be produced 
by shock acceleration as a result of Type II supernovae explosions. Cosmic-rays 
with higher energies are thought to be accelerated by other mechanisms, perhaps 
from outside the Milky Way in active galactic nuclei. Scattered by the magnetic 
fields of our galaxy and altered at low energies by interactions with material in 
the galaxy, they fall isotropically on our solar system. 

Cosmic rays are wholly-ionized nuclei from hydrogen to nickel, with a few 
higher-mass constituents. Hydrogen nuclei, protons, are, by far, the most 
numerous of the constituents of cosmic rays. 

© 2007 American Chemical Society 207 
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The sun's corona is at some millions of degrees and as a result its material is 
continually boiling off in the form of wholly ionized plasma. This plasma, 
known as the solar wind, has a typical speed of 400 km/s in the region of the 
solar-system ecliptic, rising gradually with latitude to 800 km/s. The incoming 
cosmic rays, being charged particles, interact with the solar wind, both losing 
rigidity and intensity. 

An understanding of the influence of the solar wind on cosmic-ray intensity 
in the heliosphere is necessary to determine the radiation dose to air crews, to a 
space crew on, say, a manned mission to Mars and to the radiation detectors on 
the space craft. 

1 Λ J~\ 
F * V D + V # ( K * V D ) - - ( V # F ) P — = 0 . (lb) 

Theory 

The starting points of this investigation are the coupled steady-state adjoint 
equations (7,2): 

K D - K # V D = 0, (la) 

3 l ' dP 

Cosmic-rays propagating the heliosphere undergo two processes: attenuation 
and rigidity loss. Eq. la describes the former, and Eq. lb, the latter. In these 
equations, · is the vector dot product, V is the vector solar wind, D is the scalar 
phase-space density, Κ is the tensor diffusion coefficient and Ρ is the scalar 
particle rigidity |= yjE2 +2mEIgrj, in relativistic units, where Ε is the particle 
kinetic energy per nucléon, m is the particle mass, and q the nuclear charge. 
For hydrogen nuclei, q = 1, and the rigidity is equal to the momentum 

In the radial dimension, Eqs. la, b become: 

dr r1 -I 
dr\ 

VD-K— = 0, (2a) 
dr 

I dr)] 3r2drK ' dP 

The tensor diffusion coefficient Κ has now been collapsed to a scalar κ and r is 
the scalar distance from the "target." 

Substituting AD/Ar for dD/dr and AD ZAP for dDldP yields 

VD-ic— = 0 , (3a) 
Ar 
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giving us 

Ar r2 dr{ Ar ) \3r*)dry ' AP 

AD = VDAKIK, (4a) 
\2 

». . 2VP(Ar) ^ • (*> 
3| VrAr + 2f<Ar-fcr—-

dr 

Discarding the second-order term in Eq. 4b yields at last 
2VP&r 

AP = —, r • (4c) 
3(Vr + 2tc) 

The particle-flux is related to the phase-space density by: 

Çl=^-P2D (5) 

where 4 * s ^e atomic weight of particle-species / and Z, is the corresponding 
atomic number. 

The diffusion coefficient is given by: 
κ = κ0Ρβ, (6) 

where is /? = v / c , ν is the particle velocity, c is the velocity of light, and 

1 VV (1Λ 
*0 = 377' ( 7 ) 

where U is the heliocentric potential and r is the distance to the surface of the 
heliosphere. The mean distance to the sun is essentially the radius of the 
heliosphere, 140 A U (5). 1 A U is the earth-sun distance, equal, approximately, 
to 1.5xlO n m (4). A Monte Carlo integration yields 139.95 ± 0.4 %. Since the 
earth circles the sun at 1 A U , the mean distance to the earth is taken to be the 
distance to the sun. 

While the form of the diffusion coefficient is quite simple, it gives excellent 
results in the inner heliosphere, where, of course, most of the data are. This is 
very much a work in progress, and a more elaborate treatment is possible in the 
future. The reader will also have noted that this is a "shock-free" treatment; the 
solar-wind transition shock having not been included. 

The heliosphere has two distinct boundaries, the solar-wind termination 
shock and the heliosheath beyond that. This shock-free model cannot distinguish 
between them. 
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U is determined at one A U from high-latitude neutron monitor counting 
rates (2). In the heliocentric potential approximation, the particle flux is obtained 
directly from 

(ΡίΕΫΪ 
φ^Ε," = ΐ ) = {Ρ^)) 9{T>r = r>)>T~E + Z>U> («) 

where r is the distance from the sun in A U , rb is the location of the outer 
boundary, Ε is, as above, the particle kinetic energy per nucléon at one A U , and 
Τ is the particle kinetic energy at rb. 

The sun is located at 100 A U from one surface, 40 A U from the center. This 
offset is due to the motion of the sun through the local interstellar medium and 
the surface nearest the sun is in the "bow-shock" direction, toward the 
constellation Scorpios toward which it moves at about 20 km/s. The solar-wind 
speed is 400 km/s in the ecliptic region, increasing from 400 to 800 km/s 
between latitudes of 10° to 30° north and south, zenith and nadir (7). 

A 3-dimensional Cartesian lattice is erected in the sphere, the nodes 
separated by a distance As . The random walk is started at a "target" with a unit 
flux equal to DIP1. The target can be anywhere in the heliosphere. Its location 
can be represented as (x, y, z) where χ and y are parallel to the plane of the 
ecliptic and ζ is normal to the ecliptic. Thus the bow-shock boundary is at 
(100,0,0), in the opposite direction, the termination shock is at (-180,0,0), the 
zenith, directly above the sun (0,134,0), the nadir, directly below the sun ( 0 -
134,0). 

At each node, one of six possible directions is chosen at random. The 
particle is then moved to the next node in that direction, through a distance As 
resulting in a change in rof Ar. The history proceeds from node to node, 
gaining or losing rigidity, and increasing or decreasing in phase space density at 
each step according to Eqs. 4a and 4c. 

Each history is terminated when it crosses the surface of the sphere. 
Histories are run for 120 energies between 10 MeV and 10 TeV. At each energy, 
histories are run until the coefficient of variation falls below 3 % for both the 
adjoint energy and the flux at the surface of the sphere. 

The coefficient of variation is calculated from the mean average deviation 
rather than the standard deviation, as the energy scored at the surface of the 
sphere is strongly skewed and has a high kurtosis. As a result, the quadratic term 
in the equation for the standard deviation has too high a weight. 

A single history is terminated i f the particle rigidity falls below zero, or the 
flux becomes greater than zero. Secondary particle production is not possible by 
means of the mechanism described by Eq. 1. Negative rigidities, and therefore 
negative kinetic energies are not physically possible. 
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211 

Experimental Comparison 

To verify the adequacy of this treatment, Eq. 4 was compared with the 
measurements of Neher of the primary proton spectrum. These measurements 
were made during a series of balloon flights and the time of each flight was 
given, allowing a determination of the counting rate of the Deep River neutron 
monitor corresponding to the measurements (5). The measurement was then fit 
to Eq. 8 by choosing U = 500 M V (cf Fig. 1) ( 2 ) . For protons, Z, is, of course, 
1, and the rigidities, Ρ , as noted above, equal the momenta. 

• Neher 
Heliocentric Potential, 500 MV 

— — Random Walk, 400 MV 

2 h 

Energy, GeV 

Figure 1. A comparison between the measurements of Neher (5) the heliocentric 
approximation and the random-walk solution of the primary proton spectrum. 

The heliocentric approximation, Eq. 8, is a 1-dimensional approximation to 
the heliospheric transport equation. Equation 4 is applied here to an entirely 
different geometry. As noted above, it is applied to a point target that can be 
located anywhere in a 3-dimensional heliosphere with a latitudinally variable 
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solar wind. One result of that is that the rigidity and energy scale differ from the 
1-dimensional case by 25 %. Protons can reach the point target at 1 A U through 
trajectories that are not possible in the 1-dimensional case, passing, in some 
cases through a solar wind of higher velocity than in the ecliptic region. 

Spectral Calculations in the Plane of the Ecliptic 

Cosmic-ray spectra were calculated in the plane of the ecliptic along its 
center line (χ,Ο,Ο). The proton spectra are shown in Fig. 2. The complex nuclei 
that comprise the rest of the cosmic-ray flux, approximately twice as rigid as the 
proton spectra, are not shown. The spectra are multiplied by arbitrary powers of 
ten to separate them from one another. The high-energy "tails" would otherwise 
overlie one another and the spectra would be difficult for the viewer to 
disentangle. 

Cosmic - r a y Spect ra along the Center Line of the Heliosphere 

1 O1 2 1 02 2 1 03 2 1Q4-2 1 0 5 2 1 0 6 2 1 0 7 2 

Energy, MeV 

Figure 2. Calculatedflux spectra in the plane of the ecliptic from the "bow" to 
the "stern. " The spectra are separated by arbitrary powers of ten to keep them 

from overlapping. 
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It can be seen that the closer the target point is to the outer surface of the 
heliosphere, the flatter the spectra become. 

Angular Distributions 

It is possible by using this method to determine the directions, expressed as 
coordinates on the surface of the heliosphere, from which particles arrive at a 
given target. Isotropy would be represented by a uniform distribution of points 
about the surface of the sphere, anisotropy by a cluster of points in a given 
direction. 

Figure 3 shows the expected isotropy of 1-GeV protons at 1 A U , earth orbit. 
One thousand particles were scored for this graph. 

1 GeV at (1,0,0) 

Figure 3. Angular distribution of cosmic-ray protons of 1-GeV energy at 1 AU. 

This isotropy exists from the highest energy down to 100 MeV, at least at 
this resolution. A finer mesh and a greater number of particles might show 
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some structure due to the shape of the heliosphere. No structure due to the 
structure of the heliospheric magnetic field or to astrophysical sources can be 
registered at this level of approximation. 

At 10 M e V (see Fig. 4), it can be seen that most of the 10 M e V flux arrives 
from the bow-shock direction. The phase-space target corresponding to 10-MeV 
is quite small and hard to reach, so particles from the nearest boundary have the 
greatest chance to reach that target. Again, a thousand particles were scored for 
the graph. 

10 MeV at (1,0,0) 

Figure 4. Angular distribution of cosmic-ray protons of 10 MeV energy at 1 AU. 

Leakage 

The heliosphere is quite transparent to high-energy cosmic rays. However, 
low-energy cosmic rays can be absorbed as a result of energy or rigidity loss. 
Cosmic rays produced by the mechanism of shock acceleration will have spectra 
of the form: 
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φ(Ρ) = ΑΡζ,Η *Ε~\ (9) 

where ç[P)is the particle flux as a function of rigidity, ^ i s a proportionality 

constant, and h is the non-escape probability. 
Spectra incident on the heliosphere will have been modified by passage 

through many "astrospheres." In Fig. 5, the ratio of the proton spectrum that 
leaks out of the "bottom" of the heliosphere, directly south of the sun, to the 
local interstellar flux is shown. The leakage flux is somewhat "softer" than the 
local interstellar spectrum (LIS), and indicates one of the mechanisms by which 
the original shock-accelerated spectra are modified in passing through the galaxy 
(cf. Fig. 5). 

Ratio of Leakage to Local Proton Insterstellar Flux 

0.501 Γ 

0.499 

0.497 

0.495 - / 

R
at

io
 

0.493 ; / 
0.491 • / 
0.489 - \ 
0.487 - J 

0.485 
1 01 2 1 02 2 1 03 2 1 OA- 2 1 Q5 2 ] Q6 2 

Energy, MeV 

Figure 5. The ratio of the cosmic-ray proton leakage flux, at (0-134,0), directly 
below the sun, to the local interstellar flux. 
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Conclusions 

An 3-dimensionsional adjoint random-walk calculation of cosmic-ray 
propagation has been performed which takes into account the non-symmetric 
position of the sun in the heliosphere and the change in solar-wind velocity with 
latitude. This method allow a more realistic heliospheric geometry than is 
possible using standard Runge-Kutta methods (6) and are in good agreement 
with measured proton spectra and angular distributions at earth orbit and can be 
applied throughout the heliosphere to cases where knowledge of cosmic-ray 
fluxes and dose rates are desired. 
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Chapter 16 

Dead Time, Pile-Up, and Counting Statistics 

S. P o m m é 

European Commission, Joint Research Centre, Institute for Reference 
Materials and Measurements, Retieseweg 111, B-2440 Geel, Belgium 

An overview is presented on recent progress in the field of 
nuclear counting statistics; theoretical expressions are shown 
to predict deviations from Poisson statistics due to non-random 
count loss in the spectrometer set-up. Frequently encountered 
misconceptions in the literature and in daily practice are 
uncovered: the unconditional belief in the general validity of 
Poisson statistics, the neglect of the dependency of counting 
statistics on the considered fraction of the pulse spectrum, the 
mix-up between pulse pile-up and extending dead time, the 
unawareness of the influence of pile-up rejection on the 
counting statistics in fixed live-time measurements, and also 
with 'loss-free counting'. Insight is provided into the statistical 
properties of spectra taken with 'loss-free counting' and 'zero 
dead time' counting, as well as the 'variance spectrum' 
provided with the latter. Uncertainty formulas are also 
presented for more conventional nuclear spectrometry 
measurements, with different types of count loss. 

218 © 2007 American Chemical Society 
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Radioactivity measurements are usually based on the counting of individual 
interactions of elementary particles with the sensitive part of a detector. The 
counting of events is therefore a basic operation, which certainly deserves the 
scientific attention it has already received in the past (see, e.g., Refs. (7-22)). In 
particular, the problem of count loss is of vital importance in any type of 
precision work. This is certainly the case with reference measurements, which 
should be characterised by a great accuracy and precision of the measured value 
and full statistical control of the experimental uncertainty. 

In the field of nuclear counting, reference measurements can reach high 
levels of accuracy, far below the 1 % level. At low and moderate count rates, the 
statistical uncertainty is readily available by taking the square root of the number 
of measured events, as follows conveniently from Poisson statistics. However, 
when the count rate is very high, pulse loss in the counting set-up does not only 
lower the observed event rate, but also influences the statistical behaviour of the 
accepted counts. Therefore, at high count rates, major interventions are required 
to reproduce the exact incoming event rate and to regain statistical control (see, 
e.g., (1,14,16,22) and references therein). 

Throughout recent research efforts to bring nuclear measurements under 
statistical control, insight was gained into the basics of nuclear counting statistics 
and, in particular, considerable progress was achieved on the uncertainty 
associated with the number of counts obtained by spectrometry (11-22). New 
theoretical expressions were developed to predict deviations from the Poisson 
statistics due to non-random count loss in the spectrometer set-up, as former 
theoretical models did not rigorously apply to high-rate spectrometry. 

Frequently encountered misconceptions in the literature and in daily practice 
are the unconditional belief in the general validity of the Poisson statistics, the 
neglect of the dependency of counting statistics on the fraction of the pulse 
spectrum represented by the considered region of interest, the confusing mix-up 
between pulse pile-up and extending dead time, unawareness of the influence of 
pile-up rejection on the counting statistics in fixed live-time measurements and 
also with loss-free counting. Nevertheless, all these aspects can and have been 
recently brought under statistical control, as described in the following sections. 

Types of Count Loss 

In the literature it is often claimed that there are two basic types of dead 
time, 'extending' and 'non-extending', and that all nuclear counters can be 
described by one of these two types, or by a combination of them (see, e.g., 
(23,24)). However, this does not account for the statistical effects caused by 
pulse pile-up and pile-up rejection, which is the main loss mechanism in 
contemporary spectrometry chains (11,13,20). 

'Non-extending' means that the dead-time period is not prolonged by a new 
pulse arriving during the dead-time period. The dead time created by an analog-
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to-digital converter (ADC) is a typical example. For the so-called 'paralysable' 
systems, with dead time of the 'extending' type, each incoming event prolongs 
the system dead time by an amount r. A clear distinction should be made 
between count loss of the type 'pile-up' and 'extending deadtime'. Pulse pile-up 
occurs when a new pulse from the preamplifier is fed through the shaping 
amplifier before the A D C has had the chance to properly finish processing the 
previous pulse. In such cases, an amplifier-ADC combination with pile-up 
rejection has the ability to inhibit the A D C from processing the composite 
pulses. Contrary to the case of ordinary dead-time effects, also the 'first' 
incoming pulse is lost for spectrometry analysis, either by a built-in electronic 
pile-up rejection system or by the pulse count being assigned to another 
spectrum channel. Therefore we are facing at least three different types of pulse 
loss distortions of a Poisson process, each requiring a particular statistical 
treatment. 

NE DT 

c 
»? \ ) 0 0 0 c 

iiiiiiiiiiiiii mmiii EDT 

TP=0 

.2k Â.À ÂÀ pu 

ft JuJi i 
TP TW 

) 0 

PU + EDT 

Figure 1. Event train passing through counters having different loss 
mechanisms; NE DT = non-extending dead time, Ε DT = extending dead 

time, and PU = pile-up rejection (14). The case of combined PU and Ε DT 
corresponds to a spectrometer with Gaussian pulse shaping and fast ADC 
with negligible dead time. The empty circles correspond to invalid events. 
TP and Tw are leading edge and total pulse width, respectively (see text). 

In Fig. 1, an impression is given on how these different loss mechanisms 
interact with the same pulse train. The circles represent the position of detector 
pulses, at the point at which the peak is detected. The triangles in front of 
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the peaks represent their leading edge, i.e., the time between pulse arrival and 
peak detection. The rectangle behind the peak represents dead time; it can 
correspond to the trailing edge of the pulse, equivalent to extending dead time, 
or to the non-extending dead time of an analog-to-digital converter. Even though 
the same effective dead time ( r= TP + Tw) was considered for all types of count 
loss, different events are counted as valid or invalid. 

Time Interval Distributions 

To understand counting statistics, i.e., the probability for observing a given 
number of events, one should look upon the counting process as a sequence of 
events developing in time, where loss mechanisms directly affect the statistical 
distributions of the interval times between successive events. These time 
intervals are independent, and form a renewal process (/). Multiple intervals, 
i.e., the waiting time for k subsequent events, are obtained from a M o l d 
convolution of the single time-interval density distributions. The transition from 
interval densities to counting probabilities can be done via differentiation of the 
corresponding Laplace transform (see, e.g., Refs. (5,13,16)). Experimental as 
well as theoretical work for extending or non-extending dead time and their 
combinations can be found in Refs. (1,5,8,24). More recent work (11,13,16) 
includes the effects of pile-up and limited fractions of spectra. Besides counting 
statistics, also the throughput factor follows from such analysis, being e~pT (τ= 
TP+ 7V = sum of leading edge and full width of the pulse) in the case of pile-up 
and/or extending dead time and (1 + ρτ)~ι in the case of non-extending dead 
time. 

Some insight into the statistics of counting is gained by studying the time-
interval distribution between consecutive events. In Fig. 2, the time distortion of 
a Poisson process is shown for 'non-extending dead time', 'extending dead time' 
and 'pile-up' at an incoming count rate of p= 1/r. Non-extending dead time 
preserves the exponential shape of the interval distribution, except that events 
falling within the dead time τ are eliminated. Extending dead time bends the 
slope of the interval distribution also after the dead-time period τ, which is most 
clearly visible in the time interval [T,2T]. Pile-up has yet another effect on the 
time-interval distribution and does not preserve the slope of the original Poisson 
process. 

Figure 2 also shows the time-interval distributions for events belonging to 
an arbitrary 30 % fraction of the total spectrum. Due to the lower probability of 
occurrence, the time-interval distribution is flatter than for the full spectrum. The 
time distortions - mainly noticeable at low interval times - are therefore of less 
influence, which is a sign of convergence towards Poisson statistics. Other points 
of interest are the altered shape of the distortions, which is most peculiar in the 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

A
R

IZ
O

N
A

 o
n 

A
ug

us
t 6

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 N
ov

em
be

r 
16

, 2
00

6 
| d

oi
: 1

0.
10

21
/b

k-
20

07
-0

94
5.

ch
01

6

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



F
ig

ur
e 

2
. 

T
yp

ic
al

 ti
m

e-
in

te
rv

al
 d

is
tr

ib
u

ti
on

 o
f c

on
se

cu
ti

ve
 e

ve
n

ts
, 

w
h

en
 c

ou
n

te
d 

a
t 

di
ff

er
en

t r
eg

im
es

 o
f e

ve
n

t 
lo

ss
; 

n
on

-e
xt

en
di

n
g 

de
ad

 ti
m

e 
(n

),
 e

xt
en

di
n

g 
de

ad
 ti

m
e 

(e
) 

an
d 

pi
le

-u
p 

(p
);

 (
le

ft
) f

or
 a

ll
 in

co
m

in
g 

pu
ls

es
, 

(r
ig

h
t)

 fo
r 

an
 a

rb
it

ra
ry

 3
0

 %
 fr

ac
ti

on
 o

f t
h

e 
pu

ls
es

. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

A
R

IZ
O

N
A

 o
n 

A
ug

us
t 6

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 N
ov

em
be

r 
16

, 2
00

6 
| d

oi
: 1

0.
10

21
/b

k-
20

07
-0

94
5.

ch
01

6

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



223 

case of non-extending dead time (16), and the non-conservation of the 
exponential shape of the interval distribution. 

Counting in Live-Time Mode 

A live-time clock compensates for dead-time losses by extending the 
measurement time. It makes the counter behave like a system with zero dead 
time: dividing the measured counts by the elapsed live-time directly provides an 
unbiased estimate of the true input rate of a stationary counting process and the 
standard deviation is simply obtained from the square root of the number of 
counts. 

However, contemporary spectrometers applying pile-up rejection are an 
exception to this rule; they rely on improved live-time clocks that compensate 
the additional count loss during the leading edge of the pulse, e.g., by backward 
counting with the Gedcke-Hale method (23). One has to realize that the 
associated extension of the system busy time is artificial and does not prevent 
valid pulses to be counted meanwhile. Consequently, the count probability 
distribution for a fixed live time is broadened. 

A full probabilistic analysis of count distributions during a fixed live time 
was published in Ref. (14). From that, an approximate correction factor for the 
statistical uncertainty on the number of counts, N, was derived: 

a(N)*ry[N, (1) 
in which 

r = 1 + — / 

A = l-e~pTp 

A'=\-e-fpTp , (2) 

where ρ is the input rate of the Poisson process, 7> is the characteristic time for 
pile-up (cf. the leading edge of the pulse), and / is the fraction of the spectrum 
represented by the considered region of interest (ROI). The validity of Eq. 1 has 
been confirmed experimentally on an analog (14) and a digital (18) 
spectrometer. 

For ROIs representing limited fractions of the total count spectrum (f < 100 
%), the deviations from Poisson statistics diminish, e.g., f o r / = 10 % and Ν = 
10,000 a noticeable deviation is achieved only at a count rate of ρτ> 0.7. Hence, 
the Poisson statistics is usually a good approximation for high-resolution 
spectrometry at fixed live time. 
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Counting in Real-Time Mode 

As a rule, counting with significant non-random count loss (in the time 
domain) is underdispersed relative to Poisson statistics. However, after proper 
correction for the count loss, the result is always overdispersed. 

The asymptotic counting uncertainty (measurement time tm » characteristic 
dead time τ) for counting with non-extending deadtime can be calculated from 

a(^) = V/-f(l-/)(l + pr) 2 

JN \ + ρτ 
in which / is the considered fraction of the spectrum. In the limit of extremely 
small fractions, / « 0, one readily finds σ(Ν) = y/~N . For the full spectrum, / 

= 1, Eq. 3 reduces to the well-known expression, (1 + pr)'\ from Refs. (7,5). 
A n even more general equation can be applied for a part of a count spectrum 
taken with a Wilkinson A D C (16,19): 

σ(Ν) Α / / + ( 1 - / ) ( 1 + ρ < τ > ^ ) 2 

__ % , {Η) 
1 + ρ < τ > 

in which < τ >^ is the average characteristic dead time for counts outside the 
considered region of interest. Equation 3 for fixed dead times can be regarded as 
a special case of Eq. 4, in which < τ >=< τ >± . 

The asymptotic counting uncertainty in a counter with pile-up rejection 
(leading pulse edge) and extending dead time (trailing pulse edge) equals 

^ = Vl + lf*pTw Π - Ο + ρτ)*'ρΤρ ], (5) 

in which Tw is the full pulse width and 7> that of its leading edge. The equation 
for extending dead time follows as a special case where TP = 0 (and τ=ΤΡ+ Tw)\ 

σ(Ν) 
= yj\-2fpxc-pT . (6) 

In Fig. 3, the standard deviation is shown as a function of the input rate for 
the three basic types of count loss. The explicit shape for pile-up shows a 

resemblance with the one for extending dead time, but the deviation from 4N is 
smaller and even becomes positive for ρτ > 2.5 (τ= 2 7 » . Such effect cannot be 
reproduced by dead time, nor by a generalised dead time as proposed by Albert 
and Nelson (25,1,8). Experimental proof in Fig. 4 shows applicability of Eq. 5 to 
a digital spectrometer, confirming also the dependence on the spectrum 
fraction / 

Measurements performed with a real-time clock, for a fixed measurement 
time tm, have to be corrected for the non-linearity of the detector throughput to 
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obtain the true count rate. The loss correction can either be done by applying the 
ratio between the measurement real time and the observed system live time, 
Nt = N TRITL, or just by relying on the inverse throughput formula, Nt = X~l(N), 
when the characteristic dead time (= τ) of the counter is known. Both methods 
yield equally accurate results for non-extending dead time. However, in the case 
of pulse pile-up and extending dead time, better statistical accuracy can be 
obtained by using the TRITL -ratio when available. 

The variance of the calculated counts, Nt, is obtained by error propagation 
on the variance of the measured counts, N. In the case of non-extending dead 
time, the statistical uncertainty on the loss-corrected counting result is 
represented by (16,19) 

irrespective of the considered fraction of the count spectrum. Surprisingly, it 
doesn't only work for fixed-dead-time ADC's , but also for Wilkinson A D C ' s 
with a variable characteristic dead time depending on the addressed channel 
number (16,19). The characteristic dead time <r> then corresponds to a 
weighted average for the full spectrum. 

To correct for count loss caused by pulse pile-up and extending dead time, 
better statistical accuracy can be obtained by using the TRITL-ra\io, when 
available, since this contains additional information on the original count rate 
compared to the inverse throughput factor. The inversion of the throughput 
formula, N = N, o~pT, is solved as a special case of Takacs' formula (see Ref. (8), 
applying θ = 1). The uncertainty of the loss-corrected count integral of the full 
spectrum, Nt = X~[(N), follows then from 

Computer simulations show that the relative counting uncertainty gradually 
diminishes when smaller parts of the spectrum are considered. As a fair 
approximation, one can apply a linear relationship as a function of the 
considered fraction (0 </< 1): 

σ 2 ( ^ ) « 
dN 

°2(N). (8) 

/ + (9) 

in which r = TP + Tw, and Nt is calculated from Nt = X l(N). 
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0 1 2 3 4 5 

ρ·τ 

Figure 3. Standard deviation of counting with non-extending dead time (n), 
extending dead time (e) and pile-up (p). The squares (f=l) and hollow circles 
(f=0.3) are simulation results and the full lines represent theoretical curves. 
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1.05 

0.95-J 
* 1 
Ζ 0.90 J 
V J 
^ 0 . 8 5 -

b 0 . 8 0 -

0.75-^ 

1.00 A 

DSP - fixed real time 

0.70 

o% 2 0 % 4 0 % 6 0 % 8 0 % 100% 

spectrum fraction f 

Figure 4. Counting uncertainty as a function of the considered spectrum 
fraction, for 60Co γ-ray spectra taken by a digital spectrometer at two different 

input rates and with a fixed measurement real time (18). 

When applying the 7y7i,-ratio in the case of extending dead time (7> = 0), 
one finds that the standard deviation of the loss-corrected number of counts in an 
arbitrary ROI equals the square root of the inverse throughput factor. However, 
the variance increases with a factor r (see Eq. 2) when also pile-up comes into 
play: 

The uncertainties on the loss-corrected counts, via NrX~\N) and 
Nt = N TR/TL, are visualised in Fig. 5. The method applying the live-time to real
time ratio is obviously superior, the advantage diminishing for smaller ROIs. 
The Eqs. 9 and 10 perform adequately for any combination of pile-up followed 
by extending dead time, as can be observed from a comparison with simulation 
data in Fig. 5 for 7> varying between 0 and the full pulse width, Tw. 

(10) 
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2.0 Ι 1 1 1 · 1 1 1 · L · l 

1.0 1 , , , , , , , , , , , 1 

0.0 0.2 0.4 0.6 0.8 1.0 

Figure 5. Theoretical (Eqs. 9 and 10) and simulated standard deviation of loss-
corrected counts in a spectrometer with a combination of pile-up and extending 
dead time as a function of the ratio between TP and TWt at a fixed normalized 
input rate of ρτ= 0.4. (Simulations correspond to <N,> = 1000.) N, being the 

count integral of the full spectrum. 

'Loss-Free Counting' and 'Zero Dead Time' Counting 

'Loss-Free Counting' (LFC) (26-29,12,22,23) has found its way to the lab as 
one of the most powerful tools for correcting rate-related losses in gamma-ray 
spectrometry. By performing add-n operations to the spectrum instead of add-1, 
the L F C principle is able to restore the linearity of the spectrometer throughput. 
'Zero Dead Time' (ZDT ™) counting is a comparable technique, also involving 
the regular addition of virtual counts to the true spectrum, according to a short-
term ratio of real time to 'system live time' (n = TR/TL) (30,18,20-22). The L F C 
method is particularly useful in situations where live-time correction techniques 
are inadequate, i.e., where count rates vary significantly during the measurement. 
Typical examples are high-rate counting procedures involving nuclides with half 
lives that are short compared to the counting time (e.g., in the field of neutron 
activation analysis) or radioactivity that is physically moving (e.g. real time 
monitoring of effluents). Moreover, the powerful L F C principle can cope with 
pile-up (rejection), provided that the duration of the leading edge of the pulse is 
added to the system busy time. 
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The main trade-off is an increase of the count scatter as the clustering of true 
and artificial events introduce unavoidable deviations from the Poisson 
conditions. The statistical aspect has been brought under control, by means of 
the following formula (14,22): 

«"Μ* =rL(3&)\ (11) 
4<n>NLFC \ {<">) 

where NLFC is the number of counts in the considered ROI of the L F C (or ZDT) 
spectrum, corresponding to a fraction / of the total spectrum count integral, <n> 
is the time-averaged value of the short-term loss-correction factors η pertaining 
to the ROI; It is a 'weighted' average in the sense that it is taken over every 
count (true or virtual) in the considered ROI of the ZDT spectrum (21,22): 

<n> = ^ ~ (12) 
IJt Ν LFC 

The variance of the loss-correction factor, σ 2(«), can be well predicted from 
semi-empirical formulas (see also comments in Ref. 22), in the case of pile-up 
and extending dead time (14): 

σ(η) «(#!-!) 
n + 0A5ap 

(13) 
1 + 0.45G^ 

in which A = 0.6(\-e~{n~x)), β =-2.6, a= τ/Ρ, and Ρ is the live-time 
inspection period in which a new «-value is calculated. In the case of non-
extending dead time, a good approximation is (14) 

o(ri)^^px-(pr)2{\-a)2 (14) 

for a= τ/Ρ<\ andρτ = < η > - 1 . 

When calculating the statistical counting uncertainty in a certain channel (or 
ROI) one should refrain from the bad idea of setting σ(η) equal to the standard 
deviation of the V-values within some neighbouring channels, because the time-
averaged '«'-value can (and will) in principle vary from one channel to another 
due to a different mixture of'high-rate' and 'low-rate' components. 

This uncertainty component, σ(η), can be reduced by increasing the time 
interval, P, in which a new «-value is determined. The correction factor, r, for 
pile-up (Eq. 2) converges to one, when considering small parts of the spectrum. 
Consequently, for high resolution spectrometry the variance can be well 
approximated by 

<y2(NLFC)*<n>NLFC=^"2' ( 1 5 ) 
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A n important novelty in digital spectrometry is the so-called 'variance' 
spectrum taken in parallel with the ZDT spectrum (30). It consists of the squares 
of the V-values registered in the corresponding channels of the ZDT-spectrum. 
This Z« 2-spectrum was claimed to represent the variance associated with the 
number of counts, Ση, in the ZDT-corrected spectrum (30). From a comparison 
between Eqs. 11 and 15, it is clear that this is true by approximation, aside from 
the omission of the two correction factors at the right hand side of Eq. 11. 

There is experimental evidence supporting this mathematical interpretation 
of the Z« 2-spectrum. It has been demonstrated that the variance spectrum taken 
with a D S P E C P L l / s ™ digital spectrometer predicts the counting uncertainty well 
in small parts of γ-ray spectra taken at high, variable as well as fixed, count rates 
(see Fig. 6) (20). This is partly due to the standard deviation σ(η) being 
relatively low, because of the long refreshing period (milliseconds rather than 
microseconds) for a new correction factor η to be adopted. For larger ROIs, 
corresponding to a significant fraction of the total spectrum, the Zw2-spectrum 
gives an underestimate of the true statistical variation. This can exactly be 
accounted for by the correction factor r (Eq. 2), which corroborates the 
statement that the Zn2-spectrum is an approximation of the true variance (20-22). 

One can conclude that L F C is nearly equally precise as live-time counting 
techniques at low count rates (ρτ< 0.1), and compensates for a slightly less 
favourable statistical accuracy at high count rates (cf. σ(η)), by the ability to 
perform measurements and count loss corrections in real time. Hence, it is 
ideally suited to deal with short-lived isotopes and varying input rates. 

Overdispersion in Counting Statistics 

The statistics of nuclear counting involves at least a two-step process: 
radioactive decay and detection. Thus the overall statistics combine that from the 
original radiation with that of the measurement. From the ample evidence 
presented in this chapter, it is clear that instrumental dead-time effects introduce 
violations of the Poisson statistics. The number of counted events is mostly 
underdispersed, but becomes overdispersed after proper loss-correction. 

Overdispersion in counting statistics can also be caused by other 
instrumental effects, like fluctuation of counting efficiency, measurement time, 
coincidence timing, etc. When decay of a short-lived radionuclide is followed in 
equal time intervals, neither the assumptions for binomial nor Poisson 
distributions are satisfied and the resulting non-standard distribution is 
overdispersed (7,10). Clearly such statistical properties should be taken into 
account in the estimations of variances, confidence intervals, detection limits, as 
well as in distinguishing between source and background, since they are 
traditionally based on the likelihood functions derived from the classical 
distributions, such as binomial, Poisson, and Gaussian. 
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Figure 6. Ratio of the true (measured) statistical counting uncertainty to the 
value predictedfrom the variance spectrum of the DSPECfLUS ™ as a function 
of the normalized input rate (20). The circles refer to the standard deviation of 
the number of counts in a limited part of the ZDT loss-corrected spectrum (the 

57Co, 22Na and60Co y-raypeaks at 511, 1173, 1274, and 1332 keV) and the 
squares to the count integral of the entire spectrum. The dashed line shows the 

correction factor for overdispersion due to pile-up rejection (Eq. 2). 
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The principle of overdispersion in counting statistics can be treated in a 
more generalised manner, looking upon counting as a multi-step process, each 
characterised by its own probability parameter. The central question is then how 
the combined statistics vary due to fluctuating probability parameters and 
whether they can be expressed by the common distributions. A formal treatment 
of this problem, together with many references, can be found in Refs. (31,32). 
The outcome of such fundamental research can contribute to a better 
understanding and control of sources of uncertainty in nuclear counting. 

Conclusions 

A theoretical and experimental study of the time-interval distribution of 
subsequently counted events clearly shows that pile-up (rejection) cannot be 
treated as equivalent to extending dead time (11,13). A formula is presented for 
the standard deviation of counting with pile-up rejection (14). It is also shown 
that the counting statistics vary as a function of the considered fraction of the 
spectrum; appropriate adjustments are made to the uncertainty formula for 
counters with extending dead time (75) and non-extending dead time (16). In the 
latter case, also the possibility of a variable characteristic dead time is 
considered; this yields a practical formula for the statistical uncertainty of counts 
in spectra obtained with a "slow" Wilkinson A D C (16,19). 

The counting statistics also depend on whether the measurement is 
performed in real time or in system live time. In the latter case, Poisson statistics 
are applicable, except for counters with pile-up rejection; a relative increase of 
the counting uncertainty is predicted and quantified theoretically (14). Such 
effect is indeed observed experimentally on an analog (14) and a digital (18) 
spectrometer. 'Loss-free counting' and 'zero dead time' counting are adequate 
tools for count loss correction (12,20), even at variable rates. Their counting 
uncertainty is under statistical control (14,22) and the 'sum-of-squares' spectrum 
has been shown to give a good approximation of the associated 'variance' (20-
22). 
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1. Digital Coincidence Counting 

The concept of Digital Coincidence Counting (DCC) for the standardization 
of radioisotopes by the 4π β-γ coincidence method was introduced by Buckman 
and lus (7), and an initial attempt to realize such a system was reported by 
Buckman et al. (2). These promising developments resulted in a dedicated PC-
based D C C data capture hardware system being developed as a collaboration 
between N P L (United Kingdom) and ANSTO (Australia), which has been 

234 © 2007 American Chemical Society 

Chapter 17 

DCC_SIM: A Simulation Routine for the Validation 
of 4π β -γ Digital Coincidence Counting Software 

J. D. Keightley 

European Commission, Joint Research Centre, Institute for Reference 
Materials and Measurements, Retieseweg 111, B-2440 Geel, Belgium 

A 32 bit Dynamic Link Library (DCC_SIM.dll) developed to 
simulate raw data from a simple radionuclide standardization 
using 4π β-γ Coincidence Counting with digital data 
acquisition techniques is introduced. This software is to be 
used in an ongoing project of the Radionuclide Metrology 
Techniques Working Group of the International Committee for 
Radionuclide Metrology (ICRM), and will facilitate the 
comparison and validation of data analysis routines used in the 
processing of various digitally acquired data sets pertaining to 
coincidence counting (and its variants). 
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described elsewhere (3,4). It incorporates two independent 12-bit flash ADCs, 
utilising a common 20 M H z sampling clock. Each voltage pulse is stored in list 
mode in the D C C data binary format (5). 

Voltage samples above a user defined threshold along with 40-bit time 
stamps representing the threshold crossing times (with 50 ns resolution) from 
both channels are interleaved in a single data file, which is streamed to disk in 
real time. The original pulse trains from each channel may be readily 
reconstructed from this data format. 

The benefits of such a system are obvious: it allows the replacement of a 
series of expensive dedicated analogue electronic modules required to perform 
coincidence counting (single channel analyzers, dead time units, linear gates, 
time-to-amplitude converters, delay units, coincidence mixers and multichannel 
analysers) by a single digital data acquisition card. The equipment set-up times 
are minimal and it reduces the need for highly qualified staff to perform the data 
acquisition. The ability to replay the collected data through the suite of dedicated 
analysis software routines, whilst altering the counting parameters (number and 
location of gamma gates, dead times, coincidence resolving times, delays, etc.), 
without the need for data re-collection, is highly desirable. 

The D C C data files are analyzed off-line by a suite of software routines 
which implement the "Computer Discrimination" method of 4π β-γ coincidence 
counting for radionuclide standardization (6,7). This approach facilitates the 
simultaneous determination of a series of beta detector count rates over a range 
of measured beta detector efficiencies from a single source measurement, and the 
extrapolation of such data to unit beta efficiency yields an estimate of the source 
activity. A brief summary of the major calculations performed by the software 
follows: 

• Impose specified non-extendable dead times to all events in the beta and 
gamma channels. 

• Impose specified gamma window(s). 

• Construct the corrected total beta spectrum, and (for each gamma window), 
the corrected coincident beta spectrum and gamma count (Ny). Corrections 
are made for dead times, coincidence resolving times, decay and 
background. 

• For a series of specified discrimination levels (z) operating on the beta and 
coincident beta spectra, calculate the sum of the contents of spectral 
channels surviving the imposition of this discriminator: Νβ(ζ) and Nc(z). 

• From each gamma window, form an estimate the beta counter efficiency, 
εβ(ζ) = Ν€(ζ)/Νγ. 
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• Calculate the variance for the data points associated with each 
discrimination level, as well as the covariances between each pair of levels, 
generating a full covariance matrix. 

• Perform a fit (taking into account the highly correlated nature of the 
resulting efficiency curves) and extrapolate the efficiency curve to unit beta 
counter efficiency, (or efficiencies if more than one gamma window is 
selected) yielding an estimate of the source activity. 

In the rest of this report, we consider only the case of a single gamma-
window encompassing all available gamma channels. A discussion on the degree 
of correlation between the data points (6) and a suggested data fitting routine is 
beyond the scope of this report. 

The DCC system is unique in its ability to digitise the entire pulse shapes 
following the operation of both shaping amplifiers. The system itself is "live" at 
all times, but only those events which exceed the threshold are recorded. At 
present, other systems used in this field (8Ί3) record only pulse times and pulse 
heights, and actually impose some dead time in data collection process. 

A software package has been developed by the author (under the auspices of 
the I C R M Radionuclides Techniques Working Group) to convert the D C C data 
files into a series of data formats used by other National Metrology Institutes 
using similar systems for radionuclide standardisation purposes. A series of 
comparisons between the associated analysis software routines is an ongoing 
project of the Working Group. 

A l l of these digital systems are limited in the count rates that can actually be 
digitised (typically relating to a source activity of less than 30 kBq), due to the 
high data throughput rates. In order to test fully the behaviour of each software 
analysis system, a data simulation model has been developed to mimic the 
operation of the D C C data collection hardware at higher count rates than are 
presently achievable. 

2. The Simulation Model 

The simulation software was written in Microsoft Visual C++ as a 32-bit 
dynamic link library ( "DCCSIM.d l l " ) containing the exported function 
"dcc_sim( )". Full details of the parameter list and calling conventions are given 
elsewhere (14). The simulation is not designed to mimic fully the decay of a 
radionuclide with a complex decay-scheme, nor the detection processes in each 
detector; rather it yields a means of validating the digital coincidence counting 
analysis software routines currently under development by the author. It is useful 
to define the following subset of the input parameters: 
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Wo The total number of decays to simulate. 
A0 The activity of the simulated source (s _ I). 
TADC Interval between A D C samples (or A D C clock ticks). 
[Vp(min) ,Vp(max)] Interval of simulated pulse heights for β detector. 
Wr(mm) ? Vrfmax)] Interval of simulated pulse heights for γ detector. 
flagp 0 : rectangular β spectrum. 

1 : triangular β spectrum (most at low energy). 
flagr 0 : rectangular γ spectrum. 

1 : triangular γ spectrum (most at high energy). 
Pce Probability that a conversion electron is emitted. 
ββ> ββΥ, ββ€ε Beta detector efficiency for beta particles, gamma 

rays and conversion electrons. 
rx Defines the range of beta spectral channels for 

gamma rays detected in the beta counter. They are 
triangularly distributed (most at high energy) on the 
interval: [Vp(min) + rx (VP(max) - VP(min)\ Vp(maxj\. In this 
report we only consider the case (rx = 0). 

r2 Defines the beta spectral channel for monoenergetic 
conversion electrons detected in the beta counter: 
[Vp(mm) + r2 ( VP(max) - VP(mm) )]. In this report we only 
consider the case (r2 = 1) so that all conversion 
electrons appear in channel VP(max). 

eY Gamma detector efficiency for gamma rays. 
jp, jr Random time jitter between decay/registration times. 
δ β, δΥ Constant delay between decay/registration times. 
Wp,Wy,Tp,n Pulse widths, pulse peak time ratio across these 

widths and the pulse shaping parameter (n > 1). 

A constant random decay rate is used to assign the exponentially distributed 
intervals between successive nuclear disintegrations, and the time of a particular 
disintegration is constructed from the sum of all previous intervals. The times 
associated to detected events are modified by the addition of any specified 
random time-jitter (jp or jY) and/or a constant delay (δβ or δγ). A single beta 
decay branch is simulated where each nuclear disintegration yields a 
beta-particle (with unit probability), followed by the prompt emission of either a 
gamma-ray with probability (1 - Pce) or a conversion electron (ce.) with 
probability Pce. The fate of these particles in relation to the beta and gamma 
detectors are determined from the input detector efficiency parameters via the 
use of a uniform random number generator routine (15). Appropriate 
transformations of uniform random variâtes are used to determine the pulse 
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heights (Vout) contributing to the beta and gamma spectral shapes, which are 
simply represented by rectangular or triangular distributions. 

The model assigns zero probability for a single gamma-ray to be recorded in 
both beta and gamma channels, and subsequently the probability of detecting 
additional coincidences due to a Compton scattered gamma ray interacting in 
both detectors is also zero. This may be considered as being akin to only 
registering gamma pulses that lie within the photopeak. Zero detection 
probability is assigned for the detection of conversion electrons or beta-particles 
in the gamma detector, assuming the presence of an inhibitive entrance window. 
The totals of each type of radiation generating a response in each detector is 
given in Table I. 

Table I. Expected Totals of Radiation Types Interacting in Each Detector 

Type of Radiation Emitted 
β r ce. 

Beta Detector Ntfip 
Gamma Detector 0 N0(l-Pce)er(l-epr) 0 

However, i f the beta detector registers both a beta particle and its associated 
gamma-ray or conversion electron, the overall response is a simple summation of 
the simulated pulse heights, and only one event is recorded. The expected total 
number of counts from the beta, gamma and coincidence channels respectively 
are then given by: 

Κ = Λ Γ 0 [ ^ ( 1 - ^ ) ( 1 - ^ ) ] , 

Κ = ^ 0 [ V y ( l - P C J ( l - ^ ) ] , 

(1) 

where Ρβγ = (1 - Pce) ePy + Pce epce is probability of detecting either a gamma ray 
or a conversion electron in the beta detector. 

2.1. Pulse Shapes 

To assign somewhat realistic pulse shapes to registered events, the simulated 
output voltages at a time t (in A D C clock "ticks") after the start time of the 
registered event are given by: 
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Vont (Ο ÔJ 
t 

—e (2) 

where tp represents the peaking time of the pulse and η represents a shaping 
parameter (n > 1). The justification of the use of such pulse shapes based on a 
simplified model of a nucleonic amplifier system is given elsewhere (14) and 
examples of the simulated pulse shapes for various values of shaping parameter 
η are given in Fig. la. 

The fact that the simulated pulses exhibit finite widths and exponentially 
distributed inter-arrival times leads to the possibility of pulse pile-up occurring 
between responses due to different parent decays. The model keeps a record of 
all recorded pulse start times and pulse-shapes from each channel, performs a 

Figure 1. (a) Normalised pulse shapes for various shape parameter n. 
(Wβ= 100 ADC clock ticks; τρ = 0.25). (b) Simulated pulse pile-up with clipping 

to 12 bits. 
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summation of the responses where appropriate and "extends" the pulses 
accordingly. In order to mimic the D C C data acquisition hardware, which utilises 
12-bit flash ADCs, those voltage data points above A D C channel 4095 are 
clipped to this maximum value as shown in Fig. lb. 

2.2. Pulse Height Spectra 

The model yields a total of four possible combinations of beta and 
coincident-beta spectral shapes (Fig. 2). 

Ignoring the obvious distortions to the beta spectral shapes due to pile-up 
between pulses originating from separate disintegrations, the behaviour of the 
efficiency-extrapolation curves may be predicted by considering the total-beta 
and coincident-beta spectra detailed in Fig. 2. The events surviving the 
impostion of a varying discriminator level at beta channel z, yield a series of 
values of N^z) and Nc(z\ and thus yields the series of estimates of the beta 
channel efficiency (e^z) = Nc(z)/Ny) required to generate the efficiency-
extrapolation curves. For simplicity, consider the discriminator to operate on a 
transformed range of channels [0, N], where ζ = 0 corresponds to channel VP(min) 
and ζ = Nio channel (VP(max) - VP(min)). 

The proportions of each component surviving the discriminator (referred to 
as the survival functions Sp(z), SY(z\ Sce(z) and SPy(z)) are listed in Table II. 
These are readily calculated by assigning to each component the appropriate 
probability density function (pdf) and calculating the associated cumulative 
density function (cdf). The survival function is simply the complement to the cdf, 
/ .e . , ( l -cdf) . 

The survival functions Sp(z) and SY(z) are dependent only on the shapes of 
the simulated beta and gamma spectra, with pdfs fp(z) and fr(z). For example, 
consider the case of a triangular beta distribution : 

3. Predictions for the Model 

oV Ν2 J Ν2 
(3) 

SPr(z) is dependent on the convolution of the appropriate beta and gamma 
spectral distributions. These convolutions (denoted by *) are readily calculated 
by the use of integral transforms, recalling that the convolution of two 
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Figure 2. Components of the total- beta and coincident-beta spectra. The term 
"βγ" refers to the case where both α β- particle and the γ-ray stemming from 

the same decay are recorded and "pile-up ". All c. e. events are in the maximum 
channel. 
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distributions is given by the inverse Laplace transform (ΖΓ1) of the product of the 
Laplace transforms of the component distributions, i.e., 

fp{z)*fY{z) = L~{ (L(ffi(z)).L(fr(z))). (4) 

As a simple example, consider the convolution of the two rectangular 
spectral distributions, fp(z) = fY(z) = l/N, both on the interval [0, N]: 

ffi(z)*fr(z) = L-l((l/sNf) = z/N2. (5) 

The survival function is then simply: 

Sfir(z) ^)(zlN2)dz~\-z2l(2N2). (6) 
0 

Sce (z) is unity in all cases, as all simulated conversion electrons are situated 
in the maximum available beta channel. 

Table II. Survival Functions for Beta Spectral Components following the 
Imposition of a Discriminator at Channel ζ 
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The expected totals for the relevant channels and the expected beta 
efficiency in terms of the simulation model's input parameters and the survival 
functions are then given by: 

ΝΛζ) =N0 

(7) 

e„ ( 1 - Pflr ) Sp (z ) + ( 1 - Pce ) ( 1 - efi ) Sr (z) 

+ ^ { l - P ^ S ^ + P^SJz) 

Ne(z) = N0[er(l-P€.){l-efr)eflS/>(z)], 

N, =N~[er{\-Pce){\-epr)\ 

Ν (ζ) 

The predicted shapes of the extrapolation curves may be readily determined 
by re-expressing Eqs. 7 as MacLaurin series expansions of order M relating the 
expected beta count rate to the expected beta inefficiency: 

M 
(8) 

j=0 

or equivalently: 

j=0 èpiZ) j 
(9) 

This approach of finding series approximations, rather than determining 
exact solutions is undertaken since the DCC analysis software is designed to be 
used with real radioactive sources of where the exact forms of the efficiency 
extrapolation curves are generally unknown. It is customary to fit a low-order 
polynomial and perform the extrapolation to unit beta channel efficiency 
utilising the calculated fit parameters. This facilitates a robust test of the 
performance of the entire DCC analysis code, where the fit parameters 
determined from analysis of the simulated data sets may be directly compared 
against the appropriate predicted series solutions. 

Estimates of the expected extrapolation curves (for all combinations of input 
beta and gamma spectral shapes) of the types given in Eqs. 8, 9 are given in 
Tables III and IV respectively. The expansions are taken to third order in the 
beta channel inefficiency (M= 3). 
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Table III. Expected Extrapolation Fit Parameters (Eq. 8) to Third Order in 
the Beta Inefficiency 

flagp = 0 
flagr = 0 

«o=N0(l + epr(l-Pce)(l-ep)2 /(2ep)) 

fl,=-iV0(l-^) 

α3 =0 

flagp = 0 
flagy =1 

α 0 = ^ 0 ( ΐ - 2 ^ ( ΐ - ^ ) ( ΐ - ^ ) 7 ( 3 ν ) ) 

^-Nt(l-P^e^(l-Pa)((l-efi)/€p)') 

a2=0 

a3=-N0epr(l-Pce)/{3e/) 

flagp =/ 
flagy = 0 

a0=Nu\l + e/)y(l-Pce)(2 + f ; ) ( i - / ( 3 ^ ) ) 

Ο ι = - ^ 0 ( 1 - ^ ) 

« 2 = - ^ 0 - ^ ) / ( 4 ^ ) 

« 3 = - ^ ( l - ^ ) / ( l 2 ^ ) 

flagp = 1 
flagr = 1 

« o = ^ o ( l - ^ 0 - ^ ) ( 3 ^ + 5 ) ( l - V ^ ) 7 ( 6 e / J ) ) 

= ( l " P „ -epr{\-Pce)(2 + ^)(\-$?fl(U,)) 

<h = ^ ( l - ^ ) ( 2 + ^ ) ( l - ^ ) 7 ( l 2 e / , ) 

« } = ^ 0 - ^ ) ( ^ - 3 ) / ( 2 4 > / ^ ) 

Determination of the fit parameters a, yields a simple means of determining 
the fit parameters bp where: 

bo 

b„ 

= «<)> 
= α 0 + α,, 

'j(j>-2) "ËP/ 2](-1Γ'^2· 

(10) 
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Table IV. Expected Extrapolation Fit Parameters (Eq. 9) to Third Order in 
the Beta Inefficiency 

flagP = 0 
flagy-0 

\ = N0[\ + efir{\-Pa){\-ep)2 l(2e„)) 

b]=N0(ppr+epr(l-P«)(l-epf/(2ep)) 

b}=Naepy{\-Pce)l{2ep) 

flagp = 0 
flagr= 1 

^=Ν0[\-2ββϊ{\-Ρ«)(\-ββ)' fee2)) 

b2=0 

A — W 1 " ^ ) / ^ 2 ) 

flagp =/ 
flagy=0 

b0 = "ο (l + ePr (1 - P.)(l + fp)(\ - V ^ / ^ ) ) 

A = + Ο " P. )(2 + " 7 ^ ) 7 ( 3 ^ ) ) 

ή=-Ν>*ΛΧ-Ρ-)Ι(*&) 

b3=N0epy(l-Pce)/(6f;) 

flagp = ; 
flagr=l 

bo=N0(\-epr(\-Pce)(3^ + 5 ) ( l - ^ /(6ep )) 

A = *o + V (1 - P„)(3ep + 4 ^ - l ) ( l - J ^ / f o e , )) 

* 2 = ̂ ( l - ^ ) ( ^ + 2 ) ( l - ^ ) 7 ( l 2 e , ) 

*3 = - ^ ( ΐ - ^ ) ^ / - 3 ν ^ + 4 ^ 2 4 β , ) 

A s the input parameter ep will usually be typically close to unity (> 0.95), 
and ββγ will be typically small (< 0.05), a0 and b0 are valid estimators of the 
simulated total number of counts N0. In all cases, the ratio a\laQ is approximately 
(ΡβΥ- 1) and the ratio b{lbQ is approximately Ρβτ The estimate of the activity A0 

is then given by dividing N0 by the time of the last disintegration. 
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4. Testing the DCC Analysis Software 

The DCC-SIM simulation software was run using the following input 
parameters : 

• Wp,WY,xp,n 2 μβ, 2 μ8, 0.25, 8.0. 

Another data file was created with negligible N0 to serve as a background 
file. The files were analysed by the DCC software and the extrapolations 
performed in order to determine estimates of the simulated source activity, along 
with the other fit parameters. The coincidence counting parameters used in the 
D C C analysis software were: imposed beta and gamma channel dead times (10 

and 12 μϊ), imposed delay required to ensure coincident beta and gamma 
pulses arrive at the software coincidence mixer (1 μβ to the gamma channel) and 
coincidence resolving time (1 μβ per channel). 

The measured maximum beta efficiency was 0.945 compared to the input 
parameter of (ββ = 0.95). The fit was performed on data from this maximum beta 
efficiency down to an apparent beta efficiency of 0.80 (Fig. 3). Both linear 
extrapolations (Eqs. 8 and 9) yielded the identical activity: (10023 ± 23) Bq 
compared to the predicted 10016 Bq. The agreement appears to be acceptable, 
although for this simulation the input activity was rather modest (10 kBq). 
Indeed, some deviation from the expected values in Tables III and IV is 
expected due to the finite widths of the simulated pulses leading to the 
summation of pulses stemming from different simulated disintegrations. This 
produces distortions of the expected pulse height spectra along with the 
exponential distribution of inter-arrival times between events. This bias will 
vanish at low count rates and/or with simulated pulses of minimal width (1 A D C 
clock "tick"). 

• Wo 
• A, 

• TADC 
9 \Υβ(τηϊη) » Vfi(max)] 
9 Wyimin) » Vy(max)\ 
• flagp, flagr 

1000000 
10000 
50 ns {i.e., 20 M H z sampling rate) 
[0,4095] 
[0,4095] 

1,1 
0.1 
0.95, 0.05, 1.0,0.6 
0,1 
1 μβ, 1 μβ, 1 1 \>& 

* rur2 
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0.00 0.05 0.10 0.15 0.20 0.2 

( 1 - · ρ ( ι ) ) / · * ζ ) 

Figure 3. Comparison of measured and predicted extrapolation curves. 

5. Future Work 

Numerous further tests are currently ongoing to validate fully the D C C 
analysis software. A project of the I C R M Radionuclide Metrology Techniques 
Working Group aimed at validating the various DCC analysis routines used 
worldwide has recently begun. It is proposed to use the DCC data conversion 
routines mentioned in Section 1 to allow the simulation software described in 
this report to test other DCC systems at count rates that are much higher than 
currently achievable. Details of these results will be published on completion of 
the project. 
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Chapter 18 

Corrections for Overdispersion Due to Correlated 
Counts in Radon Measurements Using Grab 

Scintillation Cells, Activated Charcoal Devices, 
and Liquid Scintillation Charcoal Devices 

Phillip H. Jenkins1, James F. Burkhart2, and Carl J. Kershner3 

1Bowser-Morner, Inc., 4518 Taylorsville Road, Dayton, OH 45424 
2University of Colorado, 1420 Austin Bluffs Parkway, 

Colorado Springs, CO 80918 
3Mound Laser and Photonics Center, Inc., 720 Mound Road, 

Miamisburg, OH 45342 

Lucas and Woodward (1) published values for a factor, " J , " 
for correcting estimates of counting error that were based on 
Poisson statistics. Their work considered radon measurements 
using the "Lucas cell." We expanded on their work by 
considering four different types of scintillation cell currently in 
use. Also, we investigated the relationships of the individual 
counting efficiencies for the alpha particles emitted by 2 2 2 R n , 
2 1 8 Po and 2 1 4 Po in these types of scintillation cells and showed 
that they were not equal as assumed by Lucas and Woodward 
(1) but varied with cell geometry. Further, we measured the 
proportions among the individual counting efficiencies at two 
locations of different elevations, Dayton, Ohio and Colorado 
Springs, Colorado, and showed that the variation of the 
individual counting efficiencies was affected by air density. 
Using values of individual counting efficiencies for the three 
radionuclides, we calculated values of J for the four types of 
scintillation cell at both locations. We calculated values of J 
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for one type of activated charcoal device and showed that 
these values were much smaller than those for scintillation 
cells because of smaller counting efficiencies. We also 
calculated values of J for liquid scintillation charcoal devices 
and showed that these values were larger than those for 
scintillation cells because of the potential inclusion of 
increased correlated counts and because of larger counting 
efficiencies. A n example calculation of how the J might be 
used to correct the Poisson statistics for measurements from 
two device types was included. 

1. Introduction 

It is common for Poisson, or "counting," statistics to be applied to 
measurements of radioactive materials to determine an estimate of the statistical 
uncertainty due to the random nature of radioactive decay and measurement of 
radioactive emissions. Unfortunately, it is also common for limitations of this 
approach to be ignored. The criteria that must be met in order for Poisson 
statistics to be valid are: (1) the number of atoms present in the sample must be 
very much greater than 1, (2) the counting time must be very small compared 
with the half-life of the radionuclide being detected, and (3) the observed counts 
must not be correlated. The first criterion is usually not an issue with radon 
measurements. The effect of violating the second criterion is a true variance that 
is smaller than the estimate obtained from "counting" statistics 
(underdispersion), but this criterion is also usually not an issue with radon 
measurements. The effect of violating the third criterion is a true variance that is 
larger than the estimate obtained from "counting" statistics (overdispersion). It is 
the third criterion that often is not met with radon measurements. There are 
potentially several sources of overdispersion, such as instability of the 
measurement system, as thoroughly discussed by Semkow (2); however, this 
chapter addresses only overdispersion due to the inclusion of correlated counts 
in radon measurements. Inkret et al. (3) also thoroughly discussed sources of 
overdispersion and underdispersion in radon and radon progeny measurements. 

A l l radon measurement techniques are based on detecting emissions from 
radon itself and/or emissions from one or more of its short-lived decay products. 
In cases where emissions from more than one of these radionuclides are 
observed, correlated counts may result, potentially making Poisson statistics 
invalid. Simply stated, for Poisson statistics to be valid only one observed count 
from each atom of radon and its subsequent progeny is allowed. 
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Lucas and Woodward (/) described a factor, '\7," for correcting Poisson 
statistics for measurements of radon using the specific type of alpha scintillation 
cell known as the "Lucas cell." The factor V is defined as the ratio of the 
expected variance to the expected mean of the count, or 

J=a2/p. (1) 

This factor is frequently called the "coefficient of dispersion." (2) Since μ is the 
value of the variance predicted by Poisson statistics, J is the ratio of the true 
variance to the Poisson variance. In this chapter, we expanded on the work of 
Lucas and Woodward (1) by calculating values of J for four types of grab 
scintillation cell currently used by the authors, for devices that adsorb radon and 
are analyzed by gamma-ray spectroscopy and for liquid scintillation charcoal 
devices. Note that in all three of these techniques the radon is sealed in a 
container and later analyzed by some type of counting method. 

Poisson statistics are commonly, and incorrectly, applied to measurements 
of radon and radon progeny, leading to unfair comparisons among measurement 
methods and misleading statements in the advertisement of products. The 
authors hope that this chapter will help in correcting this situation. 

2. Calculation of Values of J 

Two assumptions are made that simplify the calculations. First, because of 
the small half-life of 2 l 4 P o (164 μ5 (4)\ it is assumed that the decay of 2 1 4 B i can 
be described as the emission of a beta particle immediately followed by the 
emission of an alpha particle. Second, because of the long half-life of 2 1 0 Pb (22.3 
y (4)) compared with those of the short-lived radon decay products, it is assumed 
that 2 1 0 Pb is stable and therefore its decay constant is zero. 

H is defined as the maximum number of particles that can be detected by a 
specific method from the decay of a single radon atom and its subsequent short
lived decay products. Because we expanded on the work of Lucas and 
Woodward (7) to consider radon measurement techniques other than scintillation 
cells, we used the maximum possible value of H, i.e., H =5. 

The values of σ2 and μ can be calculated if the counting efficiencies of all 
detected radiation emissions are known. The approach is to track a single radon 
atom and calculate the probabilities of all possible outcomes from the decay of 
that radon atom until it becomes an atom of 2 1 0 Pb. These probabilities then also 
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apply to all the other radon atoms initially present. Consider that the radon 
nucleus exists in five states as it progresses through the decay series: 

State 0 - it is still 2 2 2 R n , 
State 1 - it has become 2 1 8 Po, 
State 2 - it has become 2 1 4 Pb, 
State 3 - it has become 2 l 4 B i / 2 l 4 P o , and 
State 4 - it has become 2 1 0 Pb. 

The mean of a count tracking the decay of one radon atom is calculated 
from the following equation: 

p=Zhq{h), (A = 0, 1, . . . , / / ) ( 2 ) 

where q(h) is the probability of observing h counts during the counting period. 
The variance of a count is calculated from the following equation: 

a2 = [Eh2q(h)]-p2. (A = 0, 1,...,//) (3) 

Once μ and σ2 are calculated, J is calculated as the ratio of the two, as shown in 
Eq. 1. The bulk of the problem is calculating the probabilities q(h). 

A . Calculation of/7/, 

First, the probabilities, pij9 of the nuclide we are tracking going from State / 
to State j during any time period, are calculated. Lucas and Woodward (7) 
used the traditional equations of Bateman (5) in their calculations of these 
factors. However, a much more efficient approach is to use the recurrence 
formula described by Hamawi (6) for linear serial transformations. This formula 
has been discussed by Scherpelz and DesRosiers (7). Jenkins (8) presented an 
example of the use of this formula, comparing it with the use of the Bateman 
equations, for modeling grab samples of radon decay products in air. 

The first step in the process is to define a set of intermediate factors, fy. 
First, the "first-tier" factors are calculated, which simply describe the 
exponential decay of each of the five radionuclides. Note that the exponentials 
are evaluated only in the first-tier factors. 

First-tier factors: f00 = exp(-/l0 0 (4) 
/ u - e x p H ! / ) (5) 
/ 2 2 = e x p R 2 0 (6) 
f33 = exp(-X3t) (7) 
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/ 4 4 = expH 40. W 

Once the "first-tier" factors are calculated, they are used to calculate the 
"second-tier" factors. 

Second-tier factors: f0\ = (f00 -fχ) I (λ\ - λ^) (9) 
/ i 2 = W i - / 2 2 ) / 0 2 - * i ) (10) 

/34 = (̂ 33 - / 4 4 ) / Λ - Α 3 ) . (12) 

Likewise, the "second-tier" factors are used to calculate the "third-tier" 
factors. 

Third-tier factors: f02 = (f0\ -fn) I (λ2 - λ0) (13) 
/ i 3 = ( / i 2 - / 2 3 ) / a 3 - A i ) (14) 

/24 = (̂ 23 - / 3 4 ) / α 4 - 4 ) . (15) 

The pattern of the recurrence formula should be obvious at this point. The 
"third-tier" factors are used to calculate the "fourth-tier" factors. 

Fourth-tier factors: f03 = (foi -fn) I - λ0) (16) 
/ i 4 = ( / i 3 - / 2 4 ) / ( A 4 - A 1 ) . (17) 

And finally, the "fourth-tier" factors are used to calculate the "fifth-tier" 
factor. 

Fifth-tier factor: / 0 4 = <f03-fl4) I (λ4-λ0). (18) 

The values of ptj are calculated from the fn factors. The first set, poj9 are the 
probabilities that i f the nucleus is in State 0 ( Rn) at the beginning of the time 
period /, that it will be in State j at the end of the time period: 

Poo = foo (19) 
Po\ = Λ 0 / 0 1 (20) 
A > 2 = > M l ^ 2 (21) 
P03 ~ λ0λ\ À2fo3 (22) 
Po4 = h λ\ λ2 X3f)4- (23) 

The next set, plj9 are the probabilities that if the nucleus is in State 1 ( 2 1 8Po) 
at the beginning of the time period t, that it will be in State j > 0 at the end of the 
time period: 
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Pu =/n 
Pu =λ\/ΐ2 

P\3 = ^ 1 ^ / l 3 

Pl4 - M ^ 2 ^ 3 / l 4 -

(24) 
(25) 
(26) 
(27) 

The next set, p2ji are the probabilities that i f the nucleus is in State 2 ( Pb) 
at the beginning of the time period /, that it will be in State j > 1 at the end of the 
time period: 

The next set, /?3>, are the probabilities that i f the nucleus is in State 3 
( 2 1 4 Bi / 2 1 4 Po) at the beginning of the time period t, that it will be in State j > 2 at 
the end of the time period: 

And finally, p44 is the probability that i f the nucleus is in State 4 ( Pb) at 
the beginning of the time period t, that it will still be in State 4 at the end of the 
time period. Because it is assumed that 2 1 0 Pb is stable, /? 4 4 always equals 1, but 
the equation is included here for completeness: 

B. States at the Ends of Delay Time and Counting Time 

There is always a delay time, td, between the capture of radon in a sampling 
device and the counting of the sample in the analysis laboratory. The next step in 
the calculation process is to determine the state in which the radon nucleus exists 
at the end of the delay time. Equations 19 through 33 are typically used in a 
computer subroutine for the calculation of the pi} factors. The time, t, is set equal 
to the delay time, / A and the ρ ϋ factors are calculated using that subroutine. The 
needed probabilities d0J are merely obtained from the p0J factors: 

P22 = fl2 

P23 = Λ 2 . / 2 3 

P24 = h ̂ 3/24-

(28) 
(29) 
(30) 

(31) 
(32) 

(33) 

(34) 
(35) 
(36) 
(37) 
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(38) 

The next step is to calculate the probabilities that the nucleus will go from 
State ι to State j during the counting time. This is done by setting the time, t, 
equal to the counting time, / c, and calculating the ρϋ factors again. 

C . Calculation of q(h) 

Once the d0J and py factors are calculated, then it is possible to calculate the 
values of q(h). ε 0, ε{ and ε 3 σ are the counting efficiencies in counts per 
disintegration (c d"1) for the alpha particles emitted from 2 2 2 R n , 2 1 8 Po and 2 1 4 Po, 
respectively. ε 2 and e3b are the counting efficiencies (c d"1) for the beta particles 
or gamma rays (depending on measurement method) emitted from 2 I 4 P b and 
2 I 4 B i , respectively. The calculation of q{h) is done in steps. First, the 
probabilities, qik, of detecting / counts from k emissions are calculated: 

<7oo = doo Poo + dox Pi ι + d02 P22 + do3 Pu + 4)4 (39) 

<7oi = doopoi (1 - ε0) + doi pX2 (1 - εχ) + 4)2 P 2 3 (1 - ε 2) (40) 
Qo2 = doopn (1 ~ ε 0)(1 - εχ) + dox pX3 (1 - εχ)(\ - ε2) 

+ d03p34(l -ε 3 *)(1 -ε3α) (41) 
4 o 3 = d00 P03 ( 1 - ε 0)( 1 - εχ)( 1 - ε2) + 4)2 p 2 4 ( 1 - ε 2 ) ( 1 - ε3*>)( 1 - ε 3 α ) (42) 

<7o4 = 4) ι Pu (1 - εΟ(1 - ε 2)(1 - ε3^)(1 - ε3α) (43) 
Cos = d00 Ρο4 ( 1 - ε 0)( 1 - ει)( 1 - ε 2)( 1 - ε3 /,)(1 - ^α) (44) 

#ι ι = d00Po\£0 + doi ρΧ2 εχ + d02 ρ 2 3 ε 2 (45) 
<7ΐ2 = d0opo2 [ε0(\- ε0+ εχ(\- ε 0)] + 4Η [̂ ι (1 — ε 2)+ ε 2 (1 - ει)] 

+ 4)3 ^ 3 4 |>3b ( 1 ~ £3α)+ ε 3 α ( 1 - ε 3 6 )] (46) 
<7ΐ3 = d00po3 [ε 0 (1 - ε{)(1 - ε2) + ^ (1 - ε 0)(1 - ε 2) + ε2 (1 - ε 0)(1 - ε,)] 

+ 4 )2 /?24 [ ε 2 ( 1 - ε 3 ί , ) ( 1 - ε 3 ο ) 
+ e3b (1 - ε 2)(1 - ε 3 σ ) + ε 3 σ (1 - * 2 χ ΐ - ^ ) ] (47) 

<7ΐ4 = d0l ρΙΑ [ει (1 - ε 2)(1 - ε 3 ό)(1 - ε 3 α ) + ε 2 (1 - ε{)(\ - ε3*)(1 - ε3α) 
+ ε3* (1 - ε , ) ( 1 - ε 2 ) ( 1 - ε 3 α ) + ε3α(\-ε,χΐ - ε 2 ) ( 1 - ε 3 *) ] (48) 

<7ΐ5 = doi ρο4 [ε 0 (1 - £ι)(1 - ε 2)(1 - ε3*)(1 - ε3α) 
+ ε, (1 - ε 0)(1 - ε 2)(1 - ε3 /,)(1 - ε3„) + ε 2 (1 - ε 0)(1 - ε,)(1 - ε31))(1 - ε 3 α ) 
+ ε 3 , ( 1 - ε ο ) ( 1 - ε ι ) ( 1 - ε 2 ) ( 1 - ε 3 α ) 
+ ε 3 α (1 - ε 0)(1 - ε,)(1 - ε 2)(1 - e3b)] (49) 

<722 = dooρο2 ε0 ει + d0l ρΧ3 εχ ε2 + d03 ρ34 ε3ί) ε3α (50) 
^23 = doo Ρο3 [ε 0 ει (1 - ε 2) + ε 0 ε 2 (1 - ε^ + ε! ε 2 (1 - ε 0)] 

+ d02 Ρ24 [ε 2 ε3* (1 - ε 3 σ ) + ε 2 ε 3 σ (1 - εη) + ε 3 3 e3b (1 - ε 2)] (51) 
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424 = (k\ Pu [ε\ ε 2 (1 - e3b)(l - ε3α) + ε χ ε η ( \ - ε2)(\ - ε3α) 
+ εχ ε3α (1 - ε 2)(1 - ε3ά) + ε2 ε3ϊ) (1 - ^ι)(1 - ε3α) 
+ ε 2 ε 3 3 (1 - ε,)(1 - e3 b) + e 3 b ε 3 3 (1 - εΟ(1 - ε 2)] (52) 

425 = <Wo4 [ε0 εχ (1 - ε2)(\ - ε 3 6)(1 - ε3α) + ε0ε2(\- εχ){\ -εη){\ -ε3α) 
+ ε0ε3ά(\-εχ)(\ - ε2)(\ - ε3α) + ε0 ε3α (1 - ε Ο ( 1 - ε2)(\ - ε3δ) 
+ e, ε2 (1 - £ 0 )0 - ε 3 Α)(1 ~ ε3α) + ει ε3δ (1 - ε 0)(1 - ε2)(\ - ε3α) 
+ ει ε 3 α (1 - ε 0)(1 - ε 2)(1 - e3b) + ε 2 ε 3 6 (1 - ε0)(1 - εχ)(\ - ε3α) 
+ ε2ε3α(\-ε0)(\ -εχ)(\ -ε3ί}) + ε3άε3α(\-ε0)(\ -εχ)(1 -ε2)] (53) 

433 = ^οο Po-s ε0 εχ ε2 + d02 ρ24 ε2 ε31) ε3α (54) 
434 = dQX ρ{4 [εχ ε2 ε31) (1 - ε3α) + εχ ε2 ε3α (1 - ε 3 6 ) + εχ ε31) ε3α (1 - ε2) 

+ ε2ε3άε3α(1 -εχ)] (55) 
435 = d0oPo4 [ε0 εχ ε2 (1 - ε3ά)(\ - ε3α) + ε 0 ει ε 3 6 (1 - ε 2)(1 - ε3α) 

+ ε 0 ε 2 ε3* (1 - <?0Ο - ε3α) + f ι ε 2 ε3* (1 - ε 0)(1 - ε3α) 
+ ε 0 ε ι ε 3 „(1 - ε 2 ) ( 1 - ε 3 6 ) + ε 0 ε 2 ε 3 α ( \ - ε χ ) ( \ -e3b) 
+ εχ ε2 ε3α (1 - ε 0)(1 - ε3*) + ε0 ε3ά ε 3 σ (1 - εχ)(\ - ε2) 
+ ^ι ε3* ε 3 σ (1 - ε 0 ) 0 - ε 2 ) + ε 2 e3b ε3α(\- ε0)(\ -εχ)\ (56) 

<gr44 = ^οι Ρΐ4 ει ε 2 e3b ε3α (57) 
445 = doop04 [ε0 εχ ε2 ε31>(\- ε3α) + ε0 εχ ε2 ε3α (1 - ε3ύ) + ε0 εχ ε3ί) ε3α (1 - ε2) 

+ ε0 ε2 ε31) ε3Λ (1 - εχ) + ^ ε 2 ε 3 6 e 3 a (1 - ε 0)] (58) 

455 = ^οο Ρο4 ε0 εχ ε2 ε3ί) ε3α . (59) 

With all the qik terms defined, the q(h) terms can be calculated. 

tf(O) = #00 + 4θ1 + 4<>2 + 4<>3 + 4θ4 + 4θ5 (60) 

4 0 ) = 4l l + 4l2 + 4l3 + 4l4 + 4l5 (61) 
4(2) = 422 + 423 + 424 + 425 (62) 
4(3) = 433 + 434 + 435 (63) 
4(4) = 444+ 445 (64) 

4(5) = 455. (65) 

Finally, μ, σ2 and, J are calculated from Eqs. 2, 3, and 1, respectively. 

D. Decay Constants 

The values of the decay constants used in the calculations are presented in 
Table I. The two assumptions discussed above make it unnecessary to have 
correct values of decay constants for 2 1 4 Po and 2 1 0 Pb. 
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Table I. Physical Data for Radionuclides in Radon Decay Series 

Radionuclide Half-life 
Decay 

Constant 
(h~l) 

Mode of 
Decay 

Alpha Particle 
Energy (Mev) 

2 2 2 Rn 3.825 d (4) 0.007551 Alpha 5.489 (4) 
2 1 8 Po 3.05 min (P) 13.64 Alpha 6.001 (4) 
2 . 4 p b 26.8 min (4) 1.552 Beta 

2 1 4 B i / 2 1 4 P o 19.7 min (P) 2.111 Beta/Alpha 7.687 (4) 
210p b 22.3 y (4) 0 Beta 

3. Scintillation Cells 

Lucas and Woodward (/) published values of J for "Lucas cells" assuming 
(1) a delay time of 4 hours, (2) counting times varying from 0.001 h to 100 h, 
and (3) counting efficiencies for alpha particles varying from 0.01 to 1.00 c d"1. 
A l l alpha particles were assumed to have equal counting efficiencies. 

We verified that by setting ε2 and e3b equal to zero in our expanded 
equations, we duplicated the results of Lucas and Woodward (/). We extended 
the counting time to 1000 h, so we could see the effect of very long counting 
times on the values of J . For very short counting times, compared with the half-
life of radon, J is essentially equal to 1, which is expected as there should be 
little probability of observing correlated counts. However, even with counting 
times as small as 0.1 h (6 min) J is clearly greater than 1, especially i f the 
counting efficiency is above 0.5 c d"1. The value of J maximizes at a counting 
time near 10 h, and then decreases indicating that there are two phenomena 
occurring: (1) correlated counts causing overdispersion, and (2) long counting 
times compared with the half-life of radon causing underdispersion. For counting 
times greater than about 150 hours, the value of J is less than 1. 

It is expected that the individual counting efficiencies for alpha particles 
emitted in a scintillation cell would not be equal for two reasons. First, the 
geometrical distributions of the radionuclides should be different. Radon being 
an inert gas should be distributed throughout the volume of the cell. A significant 
portion of the polonium isotopes would be expected to be deposited on the 
inside surfaces of the cell and in contact with the coating of the zinc sulfide. 
Therefore, it would be expected that the counting efficiency for the alpha 
particles emitted by 2 2 2 R n would be less than those for the alpha particles emitted 
by either of the two polonium isotopes. Second, the energies of the alpha 
particles emitted by 2 2 2 R n , 2 1 8 Po and 2 l 4 P o are quite different as shown in Table 
I. Therefore, for cell sizes that are comparable to, or larger than, the range of the 
alpha particles in air, it would be expected that the counting efficiencies would 
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differ with the energy of the alpha particle. Consequently, considering the 
geometrical distribution of the radionuclides and the energies of the emitted 
alpha particles, it is expected that ε0 < ει < ε3α. Semkow et al. (10) reported, for a 
scintillation cell manufactured by Randam Electronics with 4.3 cm diameter and 
8.6 cm height, that ε0, ε} and ε3α were 0.76, 0.77 and 0.91 c d"1, respectively. 
Thus, for this type of cell, the proportions among the counting efficiencies were 
0.31 : 0.32 : 0.37. A portion of this study included determining i f the types of 
scintillation cells used by the authors similarly exhibited proportions among the 
counting efficiencies different from the proportion of XA : lA : Vi assumed by 
Lucas and Woodward (7). 

Because the range of alpha particles in air was potentially an important 
factor affecting the individual counting efficiencies, it was felt that the air 
density or barometric pressure would be an important factor to study. Therefore, 
cells were studied at two laboratories at different elevations: Dayton, Ohio at 
250 m (820 ft) and Colorado Springs, Colorado at 1830 m (6000 ft). 

Four types of scintillation cell used by the authors, different in size from the 
original "Lucas cell," were studied. A l l cells were in the shape of right circular 
cylinders. Their dimensions are shown in Table II. 

Table II. Physical Dimensions of the Scintillation Cells 

Manufacturer Diameter Height Volume 
E D A 5 cm (2 in) 10 cm (4 in) 170 ml 
Pylon 5 cm (2 in) 15 cm (6 in) 300 ml 

Rocky Mountain 7.5 cm (3 in) 10 cm (4 in) 500 ml 
Custom 10 cm (4 in) 15 cm (6 in) 1.41 

An experiment was devised to determine the proportions among the 
counting efficiencies of the individual alpha-emitting radionuclides. A Tedlar® 
bag was filled with radon at an elevated concentration (> 50,000 Bq m~3) and 
scintillation cells were subsequently filled from the bag. Because it was not the 
intent to determine the calibration factors for the cells, a topic of yet unpublished 
work by the authors, but only the proportions among the individual counting 
efficiencies, the exact concentration of radon was not quantified. The 
background count rate of a cell was determined and the cell was evacuated. The 
exact pressure to which the cells were evacuated was not critical, because the 
exact quantity of radon transferred to the cells was not required for the 
calculations. Because of the short half-lives of the radon decay products, the 
timing of the filling of the cell with radon and the counting was critical. The cell 
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was connected through a sampling train to the Tedlar® bag, and at the start of 
the timing process (t = 0) radon was quickly introduced into the cell. 

The cell was quickly transferred to an alpha scintillation counting system 
consisting of a Ludlum Model 218 Radon Flask Counter and a Ludlum Model 
4303 Counter. It was critical to use a counting system that is capable of 
collecting a series of one-minute counts with no delay, or time loss, between 
counts. At exactly t = 1 min (or in two cases t = 2 min), a series of one-minute 
counts was collected and stored in a data file. In order to resolve the counting 
efficiencies of the three radionuclides, the counting must occur when there are 
significant differences in concentrations of those radionuclides in the cell, i.e., 
before a near-equilibrium condition is established. For this reason, the counting 
time was limited to 120 min, after which the cell was quickly flushed and 
evacuated to help limit the buildup of the background count rate of the cell. 

The data were analyzed using a nonlinear regression technique to fit the 
one-minute counts to the theoretical model described below. For the purpose of 
the calculations, a value was assumed for the initial activity of radon in each cell 
and the resulting individual counting efficiencies were normalized such that their 
sum totaled 1, thus producing the proportions among the individual counting 
efficiencies. 

A . The Model 

The theoretical model for the number of counts observed during any 
counting interval following the collection of a grab radon sample in a 
scintillation cell is given by the following equation: 

where C is the number of observed counts, ε0, εχ, and ε3α are as defined above, 
while d0, dx, and d3 are the numbers of disintegrations of 2 2 2 R n , 2 1 8 Po, and 2 1 4 Po 
nuclei, respectively, occurring during counting time. 

The dj factors can be calculated from the integrated form of the Bateman (5) 
equations, but a more efficient way of calculating them is by using the integrated 
form of the recurrence formula of Hamawi (6). First a set of "A factors" is 
defined. Note that the exponentials are evaluated only in the "first-tier factors." 
The times at the beginning and end of the count are tx and t2, respectively. The 
"first-tier" factors are: 

C = εodo + exdx + elad3, (66) 

ôo 

h22 

[exp(-V,) - exp(-A0i2)] / h 
[expH,/ , ) - exp(-A,f2)] / λ1 

[exp(-A2?i) - exp(->l2/2)] / λ2 

(67) 
(68) 
(69) 
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A 3 3 = [ e x p i a i ) - exp( -M)] / λ3. (70) 

The "second-tier factors" are calculated from the "first-tier factors": 

Aoi=(Abo-An)/(*i -Ao) ( 7 1 ) 
hn = (hn-h22)/V2-Xl) (72) 
h23 = (h22-h33)/(X3-X2). (73) 

The "third-tier factors" are calculated from the "second-tier factors": 

Αθ2 = (Λο ι -Λΐ2 ) /α 2 - / Ιο ) (74) 
Α ΐ 3 β ( * ΐ 2 - f c ) / f t - * ) . ( 7 5 ) 

The "fourth-tier factor" is calculated from the "third-tier factors": 

Ao3 = (Ao2-A 1 3 ) / (A3-Ao) . (76) 

The dj factors are then calculated as follows: 

do = Ao Aoo (77) 
</,= Αολ,Ηοι (78) 
ά2 = Αολλλ2Ηο2 (79) 
d3= Αολ\λ2λ3Ηοι, (80) 

where A0 is the assumed activity (Bq) of radon in the cell at the time of sampling 
(/ = 0). The number of counts during the counting interval is determined from 
Eq. 66. 

B. Results of Individual Counting Efficiencies 

Each cell was filled and counted a minimum of two and a maximum of five 
times at the Dayton location. The barometric pressure (local station pressure) 
was recorded at the time of each filling. In two instances, both with the E D A 
cell, the fit to the model was inferior due to a radon concentration that was too 
small, resulting in too few counts during each one-minute counting interval. 
These two sets of data were discarded and the decision was made to accept only 
data sets that gave a fit to the model that resulted in a value of R2 of at least 0.9. 
It was also recognized that the radon concentration had to be substantial (50,000 
Bq m~3 or greater) in order to meet this criterion. The measured proportions 
among the individual counting efficiency from the cells filled and counted in 
Dayton are presented in Table III. 
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Table III. Proportions Among Individual Counting Efficiencies -
Dayton, OH 

Cell Type 222Rn 2,8Po "*Po BP (mbar) R2 

E D A 0.31 ± 
0.01 

0.34 + 
0.02 

0.35 ± 
0.01 

992.3 + 1.2 
0.918 ± 
0.008 

Pylon 0.26 + 
0.03 

0.34 ± 
0.05 

0.40 + 
0.02 

990.0 ± 3.5 
0.945 + 
0.015 

Rocky 
Mtn 

0.28 ± 
0.03 

0.34 ± 
0.03 

0.38 ± 
0.00 

988.0 ± 3.4 
0.947 ± 
0.020 

Custom 0.22 + 
0.00 

0.38 ± 
0.00 

0.40 ± 
0.00 

988.0 + 1.4 
0.981 ± 
0.000 

The cells were each filled and counted twice in Colorado Springs using the 
same procedure as described for Dayton. The results are shown in Table IV. 

Table IV. Proportions Among Individual Counting Efficiencies -
Colorado Springs, CO 

Cell Type 222Rn 2lgPo 2,4Po BP (mbar) R2 

E D A 0.30 + 
0.01 

0.35 ± 
0.01 

0.35 ± 
0.01 

818.0+1.4 
0.946 ± 
0.023 

Pylon 0.28 + 
0.01 

0.32 + 
0.02 

0.40 ± 
0.03 

818.5 ± 0 . 7 
0.989 ± 
0.002 

Rocky 
Mtn 

0.30 ± 
0.00 

0.34 ± 
0.01 

0.36 + 
0.01 

818.0 ± 1.4 
0.984 ± 
0.008 

Custom 0.29 ± 
0.02 

0.35 + 
0.01 

0.36 ± 
0.01 

818.5 + 0.7 
0.988 ± 
0.005 

From the data in Tables III and IV, it can be seen that there is little spread 
among the proportions for the E D A cell and that there is little difference between 
the two locations for this cell. This was expected because the cell dimensions are 
smaller than the ranges of the alpha particles, even at the two different 
barometric pressures. However, as one progresses to the largest, Custom cell, the 
spread among the proportions becomes greater, especially at the Dayton 
location. The spread is not quite as great at the Colorado Springs location, due to 
the lower air density. The data suggest that the theoretical expectations of the 
relationships among the individual counting efficiencies are true. 
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The values in Tables III and IV were used to calculate the individual 
counting efficiencies for the four cells at both locations shown in Table V . We 
assumed that the total counting efficiency, or calibration factor, for each cell is 
the same at both the Dayton and the Colorado Springs locations and assumed the 
following values: 1.8 c d*"1 for the E D A cell, 1.8 c d"1 for the Pylon cell, 1.6 c d"1 

for the Rocky Mountain cell, and 1.7 c d~l for the Custom cell. These values 
were based on previous work at both laboratories and are currently undergoing 
careful assessment in another study to determine how differences in barometric 
pressure affect the calibration factors for these cells. Therefore, these values may 
not be entirely correct, as we suspect that there are differences in calibration 
factors due to differences in air density at the two locations. These values will be 
refined as more information becomes available. We anticipate, however, that 
resulting changes to these values will not significantly affect the values of J for 
the cells. 

Table V. Individual Counting Efficiencies (c d"1) for the Cell Types at Both 
Locations 

Cell Type - Location 222Rn mPo 2,4Po 
E D A - D A Y 0.558 0.612 0.630 
E D A - COS 0.540 0.630 0.630 

Pylon - D A Y 0.468 0.612 0.720 
Pylon - COS 0.504 0.576 0.720 

Rocky Mtn - D A Y 0.448 0.544 0.608 
Rocky Mtn - COS 0.480 0.544 0.576 

Custom - D A Y 0.374 0.646 0.680 
Custom - COS 0.493 0.595 0.612 

C. Values of / for Scintillation Cells 

The values for individual counting efficiencies shown in Table V were used 
in the model (Eqs. 1 through 65) and values of J were calculated for the four 
scintillation cells at both locations. The results for all four cells measured at the 
Dayton location are shown graphically in Fig. 1. These curves are similar to 
those published by Lucas and Woodward (/) for "Lucas" cells with a counting 
efficiency of about 0.5 to 0.6 c d"1. The curve from Lucas and Woodward (7) for 
an efficiency of 0.5 c d"1 is included in Fig. 1 for comparison purposes. Note that 
this latter curve has a slightly different shape from the others, likely due to the 
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assumption that the individual counting efficiencies are equal. There is little 
difference in the curves for the four types of scintillation cells studied here, with 
the greatest differences being at the maximum which occurs at a counting time of 
about 10 h. The differences among the cells shown in Fig. 1 may be due to the 
small differences in the calibration factors that were somewhat approximated, 
and also assumed to be the same at both locations. When these values are refined 
further, there may be slight differences in the values of J from those shown in 
Fig. 1; however, it is expected that the differences will not be significant. For 
counting times of 10 min and 1 h, the values of J for all of the cells are 
approximately 1.2 and 1.5, respectively. 

Figure 1. Values of J for the four types of scintillation cells at the Dayton 
location (one curve from Lucas and Woodward (1) is included for comparison). 

We found essentially no differences among the values of J for the E D A , 
Pylon and Rocky Mountain cells between the Dayton and Colorado Springs 
locations. In Fig. 2, the curves for the large Custom cell show some differences 
between the two locations. This demonstrates an effect due to the difference in 
the air density between Dayton and Colorado Springs, but in terms of J the effect 
is not large. 
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4. Activated Charcoal Devices 

AH devices that measure radon concentration in air by adsorbing radon onto 
activated charcoal, and are analyzed using gamma-ray spectroscopy, are 
considered here to be activated charcoal devices regardless of the configuration 
of the container. The analysis is performed by measuring gamma rays emitted by 
two of the short-lived radon progeny, 2 I 4 P b and 2 l 4 B i ; therefore, the potential 
exists to have correlated counts. The same general model that was used to 
calculate values of J for scintillation cells can be used for these devices. 
Because no alpha particles are detected, the counting efficiencies for the alpha-
particle emitters, e0i ε\ and ε 3 σ , are given the value of zero. 

The sample is collected usually over a period of from two to seven days; 
however, for the purpose of calculating J factors, the instant at which the device 
is sealed can be considered to be the sampling time and the duration from that 
point until the device is analyzed the delay time. The delay time for charcoal 
devices is typically a day or longer; we considered delay times of 1, 2, and 3 
days. 

The specific device we used as an example is the four-inch, open-face 
charcoal canister counted on a gamma-spectroscopy system using a sodium 
iodide detector. Two methods are in general use: probably the most commonly 
used method includes counts from only two of the gamma rays emitted by 2 1 4 Pb 
as well as one gamma ray emitted by 2 1 4 B i ; the other method includes counts 
from three gamma rays emitted by 2 I 4 P b and one gamma ray emitted by 2 1 4 B i . 
The counting efficiencies used for the two radionuclides for the two methods are 
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shown in Table VI based on experience in the Radon Reference Laboratory at 
Bowser-Morner, Inc. in Dayton. Persons at other laboratories, using similar or 
different charcoal devices, may determine different counting efficiencies, but can 
calculate their own values for J from the method presented here. 

Table VI. Counting Efficiencies (c d"1) for Charcoal Canisters 

Method For214Pb For 2,4Bi 
Two ys from 2 1 4 Pb 0.1041 0.03412 

Three ys from 2 1 4 Pb 0.1285 0.03412 

The results of the calculations of values of J for four-inch, open-face 
charcoal canisters are shown graphically in Fig. 3. As expected, the values of J 
are much smaller for charcoal canisters than for scintillation cells. For counting 
times less than 10 h, it does not make a significant difference which of the two 
methods is used or what the delay time is. J maximizes at a value just larger than 
1.04 at a counting time of about 10 h, compared to a peak of about 1.8 to 2.0 for 
scintillation cells. The values of J for typical counting times of 5 and 10 minutes 
are about 1.004 and 1.008, respectively. 

Figure 3. Values of J for four-inch, open-face charcoal canisters. 

5. Liquid Scintillation Charcoal Devices 

Liquid scintillation charcoal devices are used for measuring radon in air and 
radon in water. In either case, radon is analyzed by using a liquid scintillation 
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counter, and potentially counts from the emissions of five different radionuclides 
could be detected. Therefore, the potential for correlated counts is significant. 

For measuring either radon in air or radon in water, it is necessary to add a 
scintillation cocktail to the liquid scintillation vial and to allow some time for the 
radon and radon decay products to come into equilibrium. A delay time of four 
hours was assumed here. 

A critical consideration for calculating values of J for liquid scintillation 
charcoal devices is the counting efficiencies for the alpha and beta particles that 
are, or could be, detected. We spoke to personnel at several laboratories that 
analyze liquid scintillation charcoal devices and determined that a value of 0.9 c 
d"1 was a reasonable counting efficiency for the alpha particles emitted by 2 2 2 R n , 
2 1 8 Po and 2 1 4 Po. Counting efficiencies for the beta particles emitted by 2 1 4 Pb and 
2 1 4 B i , however, was a different issue. Some laboratories discriminated against all 
beta particles for measurements of radon in air. Some laboratories included 
counts from beta particles for measurements of radon in air and in water, with 
counting efficiencies as high as 0.7 c d"1. Therefore, we calculated sets values of 
J assuming a counting efficiency of 0.9 c d"1 for the alpha particles, but with the 
counting efficiency for the beta particles as a parameter ranging from 0 to 0.9 c 
d"1. The results of the calculations are presented graphically in Fig. 4. 

Figure 4. Value of J for liquid scintillation charcoal devices with varying 
counting efficiency (c d~J) for beta particles. 

From Fig. 4 it is easily seen that the potential for a significant correction to 
Poisson statistics exists for this type of device. The curves peak at a counting 
time of about 10 h, as do the curves for scintillation cells and activated charcoal 
devices. However, the peak value of J varies from about 2.5 to about 4, 
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depending on the value of the counting efficiency for the beta particles, 
compared with a peak value of about 1.9 for scintillation cells and about 1.045 
for activated charcoal devices. For realistic counting times of 5 and 10 minutes, 
the value of J varies from about 1.2 to about 1.8 depending on the counting 
efficiency for the beta particles as well as the exact counting time. 

6. Example Calculation 

As an example of how the coefficient of dispersion, J , might be applied, we 
considered the results from the exposures in the Bowser-Morner radon chamber 
of an activated charcoal device and a liquid scintillation charcoal device. Both 
devices were exposed for 48 hours under similar conditions of relative humidity, 
temperature and average radon concentration. Suppose that one were interested 
in using the coefficient of variation (CV) of these measurements as a means of 
comparing the two methods. The counting data are presented in Table VII. The 
equations for the sample mean net count rate, standard deviation and CFare: 

X = (SGC - BGC)/t, (81) 

where X is the sample mean net count rate (c min - 1), SGC is the sample gross 
count, BGC = background gross count, t = counting time (min), 

s = [(JSGC + BGC) I t2f\ (82) 

where s is the standard deviation of the count rate (c min - 1), and 

CV = s/X. (83) 

If the count is assumed to be Poisson, then J=l. Using these equations, the 
values of CV for both devices were calculated, both with and without a 
correction for overdispersion. 

It was assumed that the counting system for the liquid scintillation charcoal 
device detected beta particles with a counting efficiency of 0.5 c d"1 and J was 
1.6 (from Fig. 4). If Poisson statistics are assumed then the CVs for the two 
devices are 0.83% and 1.08%. If J is applied to the sample counts and the 
corrected standard deviations are calculated, the CVs are 0.86% and 1.36%. 
Based on Poisson statistics, the liquid scintillation charcoal device had a CFthat 
was 30% larger than that of the activated charcoal device. When J was applied, 
the corrected CV for the liquid scintillation charcoal device was 59% greater 
than that for the activated charcoal device. This demonstrates that the application 
of J can significantly affect the comparison between two different device types. 
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Table VII. Count Data, Standard Deviations, and Coefficients of Variation 

Variable 
Activated Charcoal 

Device 
Liquid Scintillation 
Charcoal Device 

Gross counts 17587 9229 
Bkg counts 1086 229 

Counting time (min) 10 10 
Uncorrected Std Dev (c min"1) 13.665 9.725 

CV 0.0083 or 0.83% 0.0108 or 1.08% 
Value of J 1.008 1.6 

Corrected Std Dev (c min"1) 14.11 12.25 
Corrected CV 0.0086 or 0.86% 0.0136 or 1.36% 
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Introduction 

Chromatographic techniques are among the most effective chemical methods 
to separate and characterize closely related chemical substances or ions. More than 
half a century ago the main theoretical foundations for these methods were 
developed; even a Nobel Price was awarded to Martin and Synge (/) for their 
theoretical and practical methodic developments. Meanwhile dozens of journals 
publish thousands of articles dealing with chromatographic separations, e.g., 
with gas chromatography, HPLC, countercurrent chromatography, affinity 
chromatography, to mention only some popular methods. There exist a large 
number of pioneering theoretical descriptions of the peak position and the width, 
often based on the molecular dynamic theory of chromatography, originally 

© 2007 American Chemical Society 269 

Chapter 19 

Simulation of Elution Curves for Chromatography 
Columns with a Low Number of Theoretical Plates 

Willy Brüchle 

Gesellschaft für Schwerionenforschung, Planckstrasse 1, 
64291 Darmstadt, Germany 

A new description of chromatographic peaks is derived, 
showing that Poisson curves are good fits to describe the 
position and the shape of elution peaks as a function of 
distribution coefficients and the number of theoretical plates. 
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developed by Giddings and Eyring (2). Their model represents the progress of a 
single molecule through the column as a chain of elementary adsorption-
desorption stochastic processes. The majority of these papers have started with 
partial differential equations leading to Bessel functions. The asymptotic 
expansion of the Bessel functions weighted by the probability of the initial state 
of the molecule should yield the distribution curve for the elution. Rather 
complicated calculations using the characteristic function method are described 
in Ref. (5). 

A relatively easy way to describe the chromatographic process is the 
"theoretical plate" concept, originating from distillation. It is an imaginary 
section of a column in which a complete equilibrium step takes place. The model 
was successfully used in Ref. (7) for liquid-solid chromatography. Usually 
textbooks dealing with chromatography present the two following formulae 
without derivation: 

where 
Tr = retention time [min] 
T0 = column hold-up time due to the free column volume [min] 
F = flow rate of the mobile phase [mL/min] 
m = mass of the stationary phase (ion exchanger, reversed phase material) [g] 
Kd = partition coefficient (distribution coefficient) 
VP = volume eluted until the peak maximum [mL] 
VQ = free column volume (dead volume) [mL]. 

The number of theoretical plates is determined empirically from the 
chromatogram as: 

where w is the baseline width of the peak, determined graphically by drawing 
straight lines along the edges of the linear peak diagram, σ is the half width at 
the inflection point (square root of the variance). Tr is the retention time until the 
peak maximum is reached. Typically a Gaussian distribution profile is assumed 
for an ideal elution peak. 

To compare the performance of columns of different length, the term height 
equivalent to a theoretical plate or plate height is used: 

Kd = (Tr-T0)F/m = (Vp-Vo)/m, or Vp = Kdm+ V0, (1) 

N = (Tr/a)2= 16(7>/w) 2 , (2) 

Η = L/N, (3) 

where L is the column length and Ν is the number of plates. 
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During a series of fast automated separations on rather small 
chromatographic columns (1.6 mm i.d., 8 mm long; and 1 mm i.d., 3.5 mm long) 
with the A R C A and the A I D A systems (4,5), it was noticed that the peak shapes 
differed from a Gaussian; in addition it was often not possible to measure 
complete elution curves, but only two fractions. Still the distribution coefficient 
Kd should be determined. The knowledge of the peak shapes is indispensable for 
the multi-column technique also (6). In Ref. (5), the Glueckauf equation of 
chromatography was used (7): 

A(V) = Amax cxp(-N(Vp-V)2 l2VpV), (4) 

where Amax, N, and Vp are the maximum peak height, the number of theoretical 
plates, and the peak volume, respectively. There are interesting aspects in Ref. 
(7) about peak broadening when the original band entering the separation 
column is already broad. But it is nowadays rather simple to put this into a 
simulation program. 

New Results 

Is it possible to derive the peak position and the peak shape using 
simplifying assumptions and not too complicated mathematics? Yes, it is. This 
chapter will try to show how this can be achieved. 

In a real experiment any amount of liquid pumped onto the top of the 
incompressible chromatography column continuously flows through the column. 
So, all exchange processes in different layers of the column will proceed 
simultaneously. In a simulation this behavior has to be modeled stepwise. Instead 
of using successive infinitesimal volumes of the mobile phase passing the 
column (1), the "theoretical plate" concept (1,8) was used in this work. 
According to it, the volume corresponding to a theoretical plate was used for a 
discontinuous flow treatment (8). As in the treatment of a separating funnel, the 
partition coefficient 

Kd = Cs/Ci (5) 

describes the ratio of the concentrations of the separated species in the solid and 
in the liquid phase, for each theoretical plate. The underlying assumption is that 
the distribution coefficient does not change with the change in concentration of 
the solute, and the diffusion from one plate to another is negligible. The activity 
transported from plate / to plate / + 1 is: 
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Δα(/) = 0(Ο (\-Kdl{Kd+\)) , (6) 

where α(ί) denotes the total (solid plus liquid) activity in plate i. 
This is valid for the case of equal volumes of solid and liquid phase. If the 

volumes are not equal, then Eq. 7 is valid: 

Aa(i) = a(i)(\-Kd/(Kd + rv)). (7) 

In this formula, rv is the ratio of the free column volume to the mass of the 
exchanger material Vç/m. The amount Aa(i) corresponds to the activity in the 
liquid phase of plate /. The small volume of the plate, containing the activity 
Δα(ι) is transported to the following plate, where the next equilibrium is 
established with the activity retained on the solid phase. It is easy to check the 
validity of these formulae. Dividing the activity of the solid phase, a(i) - Δα(/), 

by ΔΛ(0 results in Kd/rv, consistent with Eq. 5. Mayer and Tompkins (#) used 
this attempt, but their material balance does not fit. In their Eq. 2, they assume 
that the activity in plate / is composed of the activity eluted from plate / - 1 and 
the activity that was in the plate in the step before; the simultaneous elution to 
plate / + 1 is not considered. The formulae they give would allow some activity 
to break through the column even with the first small volume of one theoretical 

plate, especially in the case of small Kd values. The same happened in Ref. (2), 

where it is explicitly mentioned two times, that molecules with no reaction (Kd = 

0) will be eluted in exactly the time / = 0. This is not correct: even with Kd = 0 at 
least the dead volume of the column must be eluted before the substance will 
break through the column. 

How to solve this problem? Instead of developing the activity distribution 
from plate 1 to plate Ν (the last plate of the column), one simply starts the 
simulation from the last plate, N, and goes back to plate 1. Now it is natural, that 
in the first step (with the volume of one plate) the substance will only reach plate 
2, and one needs at least Ν - 1 steps until some activity will leave the column, 
when the elution starts with all activity in plate 1. In Fig. 1 and Fig. 2, the wrong 
treatment, leaving to early break-through for low Kd values is compared to the 
calculations in reverse order, where a "dead volume" results. Two different Kd 

values (Kd = 1 in Fig. 1, and Kd = 0.1 in Fig. 2) are assumed for a simulation 
with 5 theoretical plates (N = 5). 

A rather extreme example is shown in Fig. 2. After the first step with the 
volume of only one plate, the activity would be smeared out over the entire 
column when the computing is started with the first plate and the eluted activity 
is transported to plate N. The correct sequence for this simulation is to start with 
plate N9 let the activity from plate Ν - 1 be distributed between both, and go on 
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in reverse order to plate 1. Now a sharp front is passing through the column, and 
only after Ν - 1 plate volumes (the dead volume V0 of the column) the activity 
will break through. This is in agreement with experimental observations. 

Kd = 1.0 

eluted volume: O.ZVo 0.4Vo O.6V0 O.8V0 IVo 

calculation 
top -> bottom 

eluted: 3.1% 10.9% 22.7% 36.3% 50.0% 

calculation 
in reverse order 

eluted: 0.0% 0.0% 0.0% 0.0% 3.1% 

Figure 1. Comparison of two different approaches (upper and lower panel) to 
describe the elution for a column with 5 theoretical plates and Kd = 1.0. 

K d =0.1 

eluted volume: 0.2Vo 0.4Vo O.6V0 O.8V0 IVo 

calculation 
top -> bottom 

eluted: 62.1% 90.3% 98.0% 99.6% 99.9% 

calculation 
in reverse order 

eluted: 0.0% 0.0% 0.0% 0.0% 62.1% 

Figure 2. Comparison of two different approaches (upper and lower panel) to 
describe the elution for a column with 5 theoretical plates and Kd = 0.1. 
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The difference between Eqs. 6 and 7 results only in different dead volumes 
of the column. The shape of the elution curve is not influenced by the coefficient 
rv (see Fig. 3). This figure demonstrates, how the dead volume is influenced by 
the relation of the free column volume to the mass of immobile exchanger. 

Figure 3. Comparison of different rv, resulting only in a shift of the elution 
curve due to different dead volumes. 

A l l following pictures were calculated with the mass of exchanger = 10 mg, 
and a dead volume of the column = 10 / / L (corresponding to rv = 1). A small 
BASIC program, given in the Appendix, is able to describe realistic elution 
curves. The integral eluted activity is collected in cell a(N + 1). It is easy to 
display the activity distribution along the column, or the elution curves. 

Figures 4 and 5 show some calculated curves for different Kd-values. The 
difference between Figs. 4 and 5 is the number of theoretical plates. One can see 

that the maximum of the elution curves is determined by Kd and N, while the 
shape depends on TV only. A similarity with the Poisson curves from Réf. (P) is 
obvious; a numerical comparison shows that the elution curves can very well be 
described by: 

A(V) = AmaxM

N~lexp(-M)/(N-\)\ , with μ = {Υ- V0)NI(mKd) . (8) 

Here, V is the eluted volume, m is the mass of the exchanger material, and V0 is 
the dead volume of the column. The maximum of the Poisson curve is at μίη = Ν 
- 1 ; the median (P) (50 % of the activity is below, and 50 % above this point) is 
located at μη + 0.67. This is one difference between the symmetric Gaussians, 
and the skewed Poisson curves. For the Gaussians, the maximum and the median 
are at the same position. 
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Elution curves for 10 theoretical plates, 
10mg exchanger material 

Κ =10, Κ =50, Κ =100 
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Figure 4. Elution curves for N=10 and different Kd values. 
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Figure 5. Elution curves for N=100 and different Kj values. 
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One can determine the Kd value from the peak maximum of the Poisson 
curve using: 

Kd=(V-V0)N/(N-\)m. (9) 

The difference from the classical Eq. 1 is the factor N/(N- 1). For large N, this 
factor approximates unity and can be neglected. 

In Fig. 6, one can see the influence of the number of theoretical plates TV on 

the shape and position of the elution peaks, when the Kd value and the amount of 
exchanger material are kept constant. The "classical" peak would be at 110 / / L . 
For Ν = 5, 10, and 100 one gets 90 / / L , 100 / / L , and 109 / / L , respectively. If one 

has to determine Kd values from the peak position for Ν > 100, the corrections 
will normally be less than the experimental errors. For a better separation 
between similar substances, the Ν in nowadays analytical or gas chromatography 
columns is usually > 100000. However, this is not the case in fast radiochemical 
separations taking less than 5 s, using column dimensions of, e.g., 1.6 mm i.d. χ 
8 mm long. 

μΙ-

Figure 6. Simulation of different peak shapes with different numbers of 
theoretical plates N. 
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Figure 7. Comparison of different fit curves; Glueckaufs formula is illustrated 
with and without dead volume. Upper part: Kd = 10, Ν = 10, 10 mg ion 
exchanger material. Lower part: Kd = 20, Ν = 10, 10 mg ion exchanger 

material. 

Figure 7 shows a comparison of the stepwise calculation by the program 
presented in this work, the Poisson-curve fit, and a fit by the Glueckauf equation, 
shifted by V0. Glueckauf (7) did not use the "free column volume" and he 
thought it was only a result of the "discontinuous" treatment. To get a reasonable 
fit, however, one has to consider V0 in continuous treatments as well 
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as in discontinuous calculations (see Fig. 3). The higher the Kj values, the better 

the fits will match the exact calculation. The fits for higher Kd values and larger 
Ν are not easy to distinguish from each other. 

Summary 

It was shown that the chromatographic elution peaks can be well described 
by the Poisson curves. The position of the maximum as well as the peak width 
and shape is given by a single formula as a function of K4 value and the number 
of theoretical plates. In the limit of large numbers of theoretical plates, the 
formula is identical to the classical one describing elution peaks. The advantage 
of the new method is that it can also describe the elutions from short ion 
exchanger columns. For this case, the classical formulae give significant 
deviations when determining Kd values from the maximum of elution curves. 
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Appendix 

Main Part of a BASIC Program to Simulate Elution Peaks 

D I M a ( 1 0 0 0 0 ) 

I N P U T " K d , n u m b e r o f t h e o r . p l a t e s " ; k d , η 
I N P U T " m g E x c h a n g e r m a t e r i a l " ; m g 
I N P U T " r a t i o o f p h a s e s l / s " ; r v 
a( l ) = 1 
R E M a l l a c t i v i t y i n f i r s t p l a t e a t s t a r t t i m e 
o n _ c o l u m n = 1 
k d i v = 1 - k d / ( k d + r v ) 
v _ p = m g * r v / η 
R E M v _ p v o l u m e o f o n e p l a t e 
DO 

F O R i = η D O W N T O 1 
R E M s t a r t f r o m l a s t p l a t e , g o i n g u p 
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d i f = a ( i ) * k d i v 
a ( i ) - = d i f 
a ( i + 1) += d i f 

N E X T i 
R E M o n e p l a t e v o l u m e h a s p a s s e d t h e c o l u m n 
I N C n _ p 

R E M n r . o f p l a t e v o l u m e s 
v o l = n _ p * v _ p 
R E M m i c r o l i t e r s p a s s i n g t h e c o l u m n 
R E M P L O T v o l , a ( n + l ) 

R E M p l o t a c t i v i t y l e a v i n g t h e c o l u m n 
R E M P L O T n e e d s s o m e s c a l i n g 
o n _ c o l u m n - = a ( n + l ) 
a ( n + 1 ) = 0 

L O O P U N T I L o n c o l u m n < . 0 0 1 
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Chapter 20 

Problems with the Uncertainty Budget of Half-Life 
Measurements 

S. Pommé 

European Commission, Joint Research Centre, Institute for Reference 
Materials and Measurements, Retieseweg 111, B-2440 Geel, Belgium 

The apparent tendency to underestimate the uncertainty of 
experimentally determined half-life values of radionuclides is 
discussed. It is argued that the uncertainty derived from a 
least-squares analysis of a decay curve is prone to error, as it 
does not sufficiently account for systematic deviations and 
medium frequency instabilities. As it is quite common for a 
series of activity measurement results to be autocorrelated, the 
prerequisite of randomness of data for common statistical tests 
to apply is not fulfilled. In this work, an attempt is made to 
provide an alternative data analysis method that leads to a 
complete and realistic uncertainty budget. A procedure is 
presented in which experimental uncertainties are subdivided 
into categories according to the rate at which they occur; i.e. at 
a low, medium or high frequency. A l l uncertainty components 
should be reported for traceability and evaluation purposes. 
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Nuclear data evaluators are frequently confronted with the problem of 
deriving a recommended value and an associated uncertainty from a discrepant 
set of data [see references in (/)]. This issue is particularly apparent in the case 
of half-lives of radionuclides. A recent evaluation shows that, for the majority of 
the radionuclides, the spread of experimentally determined half-life values is 
larger than expected from the claimed accuracies (2). Lack of reliable data leads 
to recommended values based on a few discrepant data, requiring subjective 
judgement of the evaluator to identify possible outliers and to adjust unbalanced 
weighting among the accepted data. The situation is often aggravated by 
experimenters providing insufficient detail on how the half-life and its 
uncertainty were determined. The latter is clearly underestimated in many cases. 
Whereas in recent years more attention is being paid to traceability of results and 
comprehensiveness of the uncertainty budget, there is no common procedure on 
how to achieve realistic uncertainties, or on a concise but complete reporting 
style. 

One can identify two major ways to determine a half-life: by an absolute 
activity measurement of a known amount of radioactive material or by following 
the decay of a source. In this work we focus on the latter method, which is used 
for a major part of the radionuclides, excepting extremely long-lived ones. 
Besides experimental factors, such as the influence of impurities, background 
signals, detector stability, dead time, statistical fluctuations, etc. also the data 
analysis is considered as a source of error. In this work it is argued that the 
uncertainty obtained by least-squares fitting of an exponential to the data gives a 
false impression of accuracy in most cases. Presumably this is one of the reasons 
why claimed uncertainties on half-lives are often unrealistic. An attempt is made 
to demonstrate the mechanism that hides certain types of instability and a method 
to take them into account in the uncertainty budget. 

Basic Uncertainty Equations 

Two Activity Measurements 

Consider the basic case in which the radioactive decay of a source is 
measured twice under similar conditions, yielding an activity A\ and A2 in the 
first and second measurement respectively. The duration of the measurements is 
relatively short and their reference times differ by an amount T. A purely 
exponential decay curve is assumed, hence the half-life follows from the activity 
ratio R = AX/A2 via 

m m In2 
r 1 / 2 = r — . (i) 

1 / 2 \nR 
The corresponding relative uncertainty is then 
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σ(Τχ/1)_ 1 σ ( Λ ) = 1 σ(Λ) = 1 | g 2 f 4 J σ 2 ^ 
Γ 1 / 2 In Α * Λ Λ7·)( ^ Α2

2 ' 

where the relative uncertainty of R is the (squared) sum of the relative 
uncertainties of the activities Ax and A2. Assuming the latter to be constant, the 
uncertainty on the half-life is inversely proportional with time (Eq. 2). 
Consequently, in order to reduce the uncertainty by a factor of two, one needs to 
double the decay time. This entails a linear relationship on a log-log scale, 
demonstrating that less and less is gained by continuing this experiment at great 
length. Eventually, more can be achieved by reducing the random and systematic 
uncertainties of the activity measurements. 

Additional Activity Measurements 

In practice, multiple measurements are performed throughout the campaign, 
spanning a period Τ between the first and last. Usually, an exponential curve is 
fitted to the experimental data, yielding a best estimate of two unknown 
parameters: the activity Ao at reference time and the half-life Tm. The goodness 
of the fit is often used as a criterion for the uncertainty. A possible procedure is 
the following (3): 1) calculate the χ1-value, ensuring that it indeed assumes its 
expectation value (i.e., the number of degrees of freedom); 2) adjust the half-life 
so that χ2, increases by a value of one; 3) adopt as the standard deviation the 
square root of the amount by which the half-life was varied. Unfortunately, 
experience has shown that the resulting uncertainty may be unrealistic (4). 

This procedure is only valid i f the assumed exponential shape is rigorously 
applicable to the data, the deviations being of a stochastic nature and not prone 
to systematic deviations or patterns. An alternative way of uncertainty 
assessment will be derived now from some simplifying assumptions, starting 
from the basic Eq. 2. At this point we make a distinction between the different 
underlying sources of variation that make a data point deviate from the ideal 
decay curve. For convenience, they will be subdivided in low, medium and high 
frequency deviations. 
• High frequency deviations: these sources of uncertainties occur at a rate that 

is higher than or comparable to the measurement time of one data point. A 
typical example would be counting statistics: Poisson processes are 
characterised by an exponential distribution of the interval times between 
successive events. By extending the measurement, one improves the 
statistical uncertainty on the actual count rate. Also ultra-high frequency 
instabilities, such as electronic noise, are included in this category. They are 
partly cancelled, though, by the 'integrating' effect of the duration of the 
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measurement. Normal statistical treatments (like LSQ fitting) apply because 
of the preservation of randomness of the data. 
Medium frequency deviations: these instabilities show up (at least partly) as 
a trend in the residuals. They include the so-called 'seasonal effects' (e.g., 
on a weekly basis or changing with the seasons of the year). Their effect is 
greatly underestimated if one simply relies on the goodness of the fit to the 
data. Moreover, a fit tends to minimise the residuals and partly covers up the 
true medium frequency effects. Typical examples include the interference by 
radioactive impurities, the reproducibility of the source-detector geometry 
and noticeable changes in the detector efficiency (e.g., through temperature, 
pressure, humidity, electronic flaws). 
Low frequency deviations: these sources of uncertainties occur at a rate that 
is lower than or comparable to the duration of the whole measurement 
campaign. They remain practically invisible in the residuals, as the fit will 
compensate for this trend, hence erase it erroneously. Common problems in 
this range are systematic errors in the background subtraction and counter 
dead-time correction, long-term drift of the counting efficiency and source 
degradation (e.g., oxidation of the source, mechanical wear, precipitation of 
active material in a solution). 

Including Instabilities in the Uncertainty Budget 

Sensitivity to Instabilities 

Figure 1 shows hypothetical residuals of a fitted decay curve to data 
showing high, medium and low frequency instabilities, respectively. The black 
dots represent the deviations of the data from the 'true' decay curve, the open 
circles show the deviations of the data from the fitted decay curve and the solid 
curve is the difference between the fitted and true decay curve. The 
experimentalist that performs the LSQ fit perceives only the hollow points. 
Considering that a slope equal to zero corresponds to the true half-life, one sees 
that the fitted slope shows in principle no bias with random deviations (high 
frequency), contrary to the medium and low frequency deviations. Whereas the 
experimentalist may still observe some 'seasonal' variations (medium 
frequency), he is unaware whether the LSQ adjustment of the fit has covered up 
major long-term effects (low frequency), resulting in a wrong half-life value. As 
the residuals give insufficient indications of these effects, he has to evaluate an 
exhaustive list of associated uncertainty components in the uncertainty budget. 
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τ · 1 • Γ 

τ « 1 1 1 « Γ 

time (arb. unit) 

Figure 1. True (black dots) and perceived (hollow circles) residuals from a fit of 
a decay curve through hypothetical data affected by high (top), medium (middle) 

and low (bottom) frequency instabilities. Systematic deviations are not fully 
observed by the experimentalist, as the LSQ fit tends to minimize them. 

Simplified Solution for High Frequency Deviations 

Some simplifications are assumed for the sake of argument: the activity of a 
source, At (i = Ι,.,,Λ), is measured η times with an equal relative uncertainty, at 
regular intervals between time = 0 to T. The residuals of the fitted decay curve 
show only stochastic deviations due to high frequency deviations (e.g., Poisson 
counting statistics). These are directly visible, hence can be accounted for 
without systematic bias. 

The half-life of the decay curve, or alternatively the slope of a 'trend line' 
through the residuals, is primarily determined by the outer data points, 
respectively at the start and the end of the measurement campaign. If one 
doubles the number of measurements of Ax and A2 in Eq. 2, the uncertainty on 
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7Ί/2 is reduced by a factor ofV2 . Data points taken half-way through the 
campaign (i.e., at t = 772), do not influence the slope of the fitted curve. They 
only make the curve shift as a whole in the vertical direction. By approximation, 
one can assume that the relative impact of a measurement on the fitted half-life is 
proportional to the time difference with the middle, i.e., ~ | / - 772 | /(772). Under 
the aforementioned conditions, and data points being spread somewhat evenly in 
time over the period T, the uncertainty on Tm is well approximated by: 

f - . Λ - 1 / 2 

Ά/2 ~w 
Σ 1 ^ - 1 1 

σ(Α) 
(3) 

More specifically, i f the data are spread equidistantly in time, the reduction 
factor (for η > 2) is approximately equal to 

2i 
n-l 

n + \ 
(4) 

resulting in a convenient uncertainty formula for the high-frequency component 

• I l A ' 

u u v v i l a n u ^ ι υ ι m u i u IVJ 

°(TU2)j2 Γ Τ 
Ά/2 ~\λΤ\η + ] 

(5) 

in which one should assign a value of 3 to η in the case that η < 3. 
Using Eq. 5, an evaluator as well as an experimenter can make a realistic 

estimate of the contribution of counting statistics to the half-life if three variables 
are available: the number of measurements, the duration of the campaign, and a 
measure of the uncertainty for a typical activity measurement. 

Identification and Treatment of Medium Frequency Deviations 

Medium frequency deviations may show up as systematic trends in the 
residuals of the fitted decay curve. They are partly obscured by data scatter due 
to high frequency instabilities and by the tendency of the fit to minimize the 
deviations. Identification and quantification of medium frequency effects require 
a sufficient amount of observations, at comparably small time intervals and 
preferably with low short term uncertainties, as e.g., from the counting statistics. 

An example is shown in Fig. 2, depicting residuals from a half-life 
determination of 5 5 Fe (4). The uncertainty bars pertain to counting statistics and 
background correction only. One clearly observes additional uncertainty 
components attributed to source repositioning and medium-term detection 
instabilities. Grouped data refer to holiday periods in which the source was not 
repositioned. Clearly such sources of variation create a non-random spread of 
data, hence they invalidate the uncertainty on the half-life provided by the L S Q 
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fit. In the present example, the latter underestimates the uncertainty by about a 
factor of four. In the literature, one finds cases where medium frequency 
instabilities are clearly present, yet not properly taken into account. 

decay time T(d) 

Figure 2. Residuals from the fit of an exponential decay curve to the measured 
activity of a 55Fe source, relative to the overall standard deviation (4). 

If the effects are less obvious than in Fig. 2, one can revert to an 
autocorrelation plot to check the randomness of the data. Such a plot is presented 
in Fig. 3 for the 5 5 Fe data (4) and also for a set of 6 5 Z n measurement data (J). 
Whereas the 6 5 Z n data show no significant autocorrelation, this is obviously not 
the case with the 5 5 Fe data. 

The impact of medium frequency instabilities on the half-life uncertainty is 
difficult to quantify. There's the possibility of applying Eqs. 3 or 5, yet this 
requires the choice of a suitable value η for the number of occurrences of the 
considered effects; e.g., when considering the contribution of the geometrical 
reproducibility one may set η equal to the number of times the source was 
repositioned. For a conservative approach, η = 1 is a safe assumption. 

Taking into Account Low Frequency Deviations 

Residuals offer practically no help with identifying systematic errors and 
slowly varying measurement conditions. It is left to the experimenter's expertise 
to produce an exhaustive list of potential problems, such as systematic errors 
involved with background subtraction (aside from its random component), 
changing system dead time conditions, long-term detector instability, source 
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degradation, structural changes to the set-up, etc. Again, one may apply Eqs. 3 
and 5 with η = 1. The independent contributions are summed quadratically. 

Figure 3. Autocorrelation plot of the residuals of a decay curve fit to Fe (4) 
and65Zn (5) activity measurement results, respectively. 

As an example, consider the error produced by applying a slightly incorrect 
correction for dead time of the extending type. The ratio R of the activities Ax 

and A2 at a time tx and t2i respectively, is calculated from measured count rates rx 

and r2 and a correction factor involving the characteristic dead time r. 

R = £L = ILe(Pi-P2*9 (6) 
Pi r2 

where px and pl represent the true count rates (excluding count loss by dead 
time). Assuming that implicit use is made of an extending dead time Γ + Δ , in 
which Δ is the absolute uncertainty on r, one finds a relative uncertainty on the 
activity ratio of 

^ ) = 1 _ e - r p 1 - P 2 M e f p i _ p 2 M = l | l n - I n V 

\JL\ 1 
(7) 

in which TR and TL represent the system real time and live time, respectively, and 
the ratio of both corresponds to the dead time correction factor used in the 
respective measurements. A similar analysis for non-extending dead time yields 

R 
\ - P L A _ Δ 

\TR~ 

JL] 1 

~TR 

2 
1 - ρ 2 Δ τ Δ ' 

τ ΛΪ 
-1 

2 J 

(8) 
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The propagation of these uncertainty components follows directly from insertion 
into Eq. 2. 

An Aggregate of Uncertainty Components 

A hypothetical uncertainty budget for the activity ratio R is presented in 
Fig. 4. In the example, the high and medium frequency components were 
assigned a value of 5 % and 1 %(n = 1), respectively, while the low frequency 
uncertainty was assumed to grow proportionally with time, by an amount of 2 % 
per decay constant. The graph shows that the main source of uncertainty moves 
from high to medium and then to low frequency instabilities. The corresponding 
half-life uncertainty generally decreases with time, because of the propagation 
factor (λΤ)~χ (Eq. 2). On the other hand, so does usually our grip on its size and 
origin. 

£ 4% 
g 

3% 

1 . 1 

• I high frequency 

1 

hypothetical case 

-1 medium frequency -
• I low frequency 
" 1 independent sum 

. — r ^ -

, 1 1 1 1 1 τ ' 1 1 1 1 1 1 Γ
ΟΟ 0.5 1 0 1.5 2.0 

Τ/τ 

Figure 4. A hypothetical example of the uncertainty budget of an activity ratio 
as a function of time, showing the contribution of high, medium and low 

frequency instabilities. 

An Alternative to Fitting 

If the data points follow a single exponential decay curve, a fit is not 
required to determine the half-life. An alternative approach is to compare every 
observation with all previous ones and calculate the corresponding half-life value 
via Eq. 1. One obtains a distribution, like in Fig. 5, which is a superposition of 
Cauchy distributions with common maximum but different widths. The top (or 
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weighted average value) corresponds to the most probable half-life value, in 
good agreement with the result from the fit. 

half-life (days) 

Figure 5. Distribution of half life values obtained via Eq. 1 using a combination 
of all activity measurements of a 5 5 Fe source (4). 

As data are being collected, one can follow the evolution of the calculated 
half-life. One should make sure that the deviations between final and 
intermediate results do not exceed the maximum boundaries allowed by the 
uncertainty budget. As an additional test, one can e.g., randomize or invert the 
order of analysis of the data points. Fig. 6 shows the evolution of the 
intermediate half-life values obtained for 5 5 Fe. It includes one and two standard 
deviation boundaries (Eq. 5) for the high and medium frequencies combined, 
assuming the corresponding relative uncertainty on the activity to be 0.02 % (n = 
number of data analyzed) and 0.018 % (n = 3), respectively. Systematic errors 
and long term effects are not included, as they remain invisible. 

Conclusions 

Whereas two activity measurements of a radioactive source may in principle 
suffice to determine the half-life of the decaying radionuclide, it takes 
considerably more effort to assess the uncertainty on the resulting value. 
Experience shows that the uncertainty derived merely from a least-squares fit of 
an exponential decay curve to a sequential series of activity measurements is 
often suspect. This is partly attributed to observations being correlated over time, 
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as the stability of the measurement process is to some extent disturbed by effects 
of various origin and duration. With respect to that, the analyst has to collect a 
sufficient amount of observations and check for their randomness, the latter 
being a prerequisite for the validity of statistical tests. Moreover, as long-term 
effects are mostly obscured by a fit, they have to be identified and scrutinized by 
other means. In this work, a simplified formula has been suggested to take the 
various effects and their rate of occurrence into account in the uncertainty 
budget. 

T(d) 

Figure 6. Intermediate results for the half life of55Fe with time, analyzed in a 
forward and in a reverse time order. The uncertainty limits (k = 1 and 2) 

correspond to the independent sum of a 0.02% and 0.018 % high and medium 
frequency component, respectively. 

References 

1. MacMahon, D.; Pearce, Α.; Harris, P. Appl. Radiat. Isot. 2004, 60, 275-281. 
2. Woods, M . J.; Collins, S. M . Appl. Radiat. Isot. 2004, 60, 257-262. 
3. Bevington, P. R. Data Reduction and Error Analysis for the Physical 

Sciences; McGraw-Hill: New York, N Y , 1969. 
4. Van Ammel, R.; Pommé, S.; Sibbens, G. Appl. Radiat. Isot., in press. 
5. Van Ammel, R.; Pommé, S.; Sibbens, G. Appl. Radiat. Isot. 2004, 60, 337-

339. 

D
ow

nl
oa

de
d 

by
 P

E
N

N
SY

L
V

A
N

IA
 S

T
A

T
E

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

02
0

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



Introduction 

Environmental radiation monitoring plays a key role in ensuring the non-
exceeding of the allowable limits of exposure of the members of public living in 
the areas affected by the radiation-dangerous objects. Standard monitoring 
programs apply a set of radioanalytical methods and techniques to analyze 

© 2007 American Chemical Society 293 

Chapter 21 

Evaluating Detection Limits for Environmental 
Monitoring Techniques in the Areas of Potential 

Impact from Nuclear Installations 

A. N. Berlizov, M . O. Grygorenko, and V. V. Tryshyn 

Institute for Nuclear Research, National Academy of Sciences of Ukraine, 
47, Prospekt Nauki, MSP 03680, Kyiv, Ukraine 

It is shown that statistical nature of a monitored parameter 
requires re-formulation of a standard approach to the detection 
limit evaluation for the radioanalytical techniques used in the 
environmental monitoring studies, i f the efficiency of the 
applied monitoring methods and techniques is a matter under 
consideration. Formulas for the detection limit calculations in 
this case were developed, which take into account log-
normality of monitored parameters as well as the variability of 
the measurement conditions. Practical importance of the 
proposed approach is demonstrated on the example of the 
efficiency evaluation of the air-monitoring program in the 
vicinity of one of the Ukrainian NPPs. 
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radioactivity content in a variety of environmental objects, being regularly 
sampled in different points of a monitored area according to the prescribed 
sampling schedule. This provides a comprehensive control over entry of 
radionuclides into environment and pathways of potential exposure of 
population, as shown in Fig. 1. 

φ - stack air-monitoring; ® - control of discharged, natural and portable water, 
® - control of atmospheric depositions and bottom sediments, aquatic plants and animals; 

precipitations; © - radioactivity measurements in soil and land 
® - field air-monitoring; plants; 
© - field dose and dose-rate measurements; © - control of local agriculture products. 

Figure I. Environmental monitoring versus potential pathways of the 
population exposure. 

The fundamental question, which might be asked, is how efficient and 
adequate are the applied analytical tools with respect to the ultimate function of 
the environmental monitoring? To answer it on a quantitative basis one should 
use a kind of indicator, which would reflect capabilities of employed methods 
and techniques for detecting radioactive releases of a monitored object on a 
given confidence level. One of the most appropriate indicators is the minimum 
detectable activity MDA, which is related to the detection limit LD by means of 
Eq. 1: 
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MDA = LDpx . (1) 

Here μχ is the expectation value of a calibration coefficient X, which establishes 
a relation between net-signal S and monitored parameter A (concentration of 
particular radionuclide in analyzed environmental object) 

S = XA. (2) 
Comparing MDAs with controlled parameter values, which are to be 

predicted for the location of a given monitoring station and particular critical 
level of radioactive emission or effluent discharge, would allow judging about 
the efficiency of one or another monitoring method. 

It must be noted that, owing to statistical nature of radioactive releases and 
stochasticity of their transport in the environment, monitored parameters should 
be considered as essentially random quantities (Α Φ deterministic). Similarly, 
variability of the sample treatment and measurement conditions makes the 
calibration coefficient random (AV deterministic) as well. Thus, statistical 
properties of a measured net signal are subject not only to the counting statistics, 
but also to the statistical properties of parameters A and X (see Eq. 2). 

Calculation of LD and MDA in this situation requires a special consideration, 
which is presented in the next section of the chapter. Another section 
demonstrates applicability of the obtained working expressions to the efficiency 
evaluation of the air-monitoring program in the vicinity of one of the Ukrainian 
NPPs. 

Deriving Working Formulas 

To derive working expressions we will follow Currie's approach (/), which 
sets the basis of the present-day methodology (2,5) for the estimation of the 
detection limits and decision thresholds for the ionizing radiation measurements. 
According to this approach LD is completely determined by the statistics of a net 
signal estimate ms 

ms = S+B-mB, (3) 
where Β and mB are the background signal and its estimate respectively, and can 
be obtained by solving the following equation 

LD = Kl-a(Ms = ^D(ms-ps = 0)+\κβ(μς = LD)\^D(ms;ps = LD) . (4) 

Here μ5 = μχ μΑ is the expectation value of a net signal, μΑ is the expectation 
value of a monitored parameter, D(ms) is the variance of the estimate ms, K{_a 

and Κβ are the quantiles of the distribution of a normalized random variable 

(5) 
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calculated for the confidence probabilities 1 - a and /?, where a and β are the 
probabilities of errors of the first and second kind respectively (4). The first 
summand in Eq. 4 is estimated for the situation when the net signal expectation 
value is zero, while the second - when it equals LD. 

Using standard statistical methods, one can derive the following formula for 
the variance of a net signal estimate 

D(ms) = a2

ms =μ8+ 2mB + μ\{ρΡχ + cv2

A + cv2

xcv2

A), (6) 

where cvx = σΧΙμΧ and cvA = σΑ ΙμΑ are the coefficients of variation of X and A 
respectively. This formula was developed assuming Poisson statistics for the 
detected net and background number of counts and using standard formula for 
the variance of a product of two random quantities. Besides, it was assumed that 
D(B) « D(mB) « mB. If this assumption does not hold then term 2mB in all 
subsequent formulas should be replaced by an appropriate estimate of the sum 
D{B) + D{mBy 

Based on the relations between quantities X, A, S, B, and mB, which are set 
by Eqs. 2 and 3, one can find the following formula for the probability 
distribution function of the random variable ω 

F ( * ) - 7 « f * ^ V ) * . (7) 

where a(u)=^ ^ , Φ(χ)= * . 

Function Ψ(Μ) is defined by the following formula 

Ψ ( κ ) = J^ ; l , cv^jz (v ; r , j ) ^ . (8) 
Here N(x\\9cvx) is the normal probability density function with unit mean and 
standard deviation cvx, and L(x;r,s) is the log-normal probability density function 

^2^ 
1 ( χ ι ( i o g « - > y 
L(x;r,s) = 7=exp - -

XS^2M I 2s2 

(9) 

with r = -0 .5^ 2 and s2 =log(l + cv^) . Eqs. 7 and 8 were derived assuming 
that variables S9 B9 and mB are normally-distributed with typical for Poisson 
distribution relation between their variances and expected values ( σ 2 = //). 
Statistical properties of the calibration coefficient were also assumed to follow 
the normal law Ν(μχ,σχ), whereas a log-normal probability density function 
L(log(jiA) + r, s) was used for the monitored parameter. The last choice is 
supported by the theoretical considerations (5,5) as well as by the results of 
numerous experimental studies of both statistical properties of pollutant 
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concentrations near the emission sources and statistical properties of the 
emissions themselves. 

Note, that i f the monitored parameter and calibration coefficient do not vary 
(i.e., σΑ = 0 and σχ = 0), then = t\u - 1) and F(co) turns to Φ(ω). Here t\u 
- 1) is the Dirac delta function. In this case the quantiles in Eq. 4 are the 
quantiles of a standard normal distribution function Kx_a = kx_a = \kX Κβ = kp 
and, by solving Eq. 4, one can obtain a standard Currie's formula (7) for the 
detection limit: 

'Currie = Lr + 1 + i + - ^ h + 
4Z£ 
2 ;,2 kit βκα 

1/2 

(10) 

where Lc = k\-a^2mB is a so-called critical level, or decision threshold. 

When expectation value of the monitored parameter equals zero (μΑ = 0, 
σΑ = 0) or, which is equivalent, the expectation value of the net signal is zero 
(Ms= 0)} one can easily come to the formula F(ti) = Φ(ω) and, consequently, 
K\-a(Ms= 0) = k\.a= \kj{. Let us denote 

-Κβ(μ8 = I d ) = [ F - 1 ( / ? ) ] ^ = L / ) , (11) 

where the superscript -1 indicates the inverse function. Then, the solution of Eq. 
4 can be written as follows 

V 2V 
1 + Λ Mr 4L2

CW 
l V 2 

k) β ΚβΚα 

(12) 

where V = \-kft2, W = l + (k%-k$)t2

9 and t2 =cv\ + cv2

A +cv2

xcv2

A. If 

t = 0, which means no variation in both the monitored parameter and the 
calibration coefficient values, the detection limits determined by Eq. 10 and Eq. 
12 coincide. At t*0 the inequality LD > (LD)Cume is always true. It should be 
noted that Eqs. 11 and 12 represent a system of equations, which should be 
solved to evaluate LD and k'p in the most general case. 

In order to derive a ready-to-use formula, numerical calculations were done 
for a practically important case cvA » cvx. Under this condition one can assume 
Ψ(Μ) « L(u;r,s); this provides significant simplification of the calculations since 
only a single integration is required for finding F(d). Particular calculations were 
performed for the background signal mB ranging from 10 to 106, the coefficient 
of variation of the monitored parameter cvA ranging from 0.1 to 2.5, and for the 
equal probabilities of the error of the first and second kind /?= a ranging from 
0.005 to 0.05. 
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The calculation results showed that k'fi practically does not depend upon mB 

as its value varied by less than 3 % of magnitude for mB ranging from 10 to 106 

at fixed arbitrary values of cvA and a being chosen within the above indicated 
intervals. So k'p is considered to depend only upon the parameters β and cvA. 
Based on the carried out calculations, the following parameterization for k'p 
when β= a can be proposed 

k'p=kp [ l + (Z>j e'Mi + b2 (13) 

The coefficient values in this formula are as follows: b{ = 1.58904, b2 = 0.61567, 
fi = 0.12288, t2 = 0.00753, and f 3=1.2. Accuracy of the parameterization is 
better than 3 %. Eqs. 12 and 13 present a practical approach to calculating the 
detection limits for a wide range of variation of the monitored parameter values, 
i f variation of the calibration coefficient is negligible and β= α. 

Figure 2a shows the dependence of the ratio Vplk^ upon the coefficient of 
variation cvAi calculated using Eq. 13 for different values of probability β. Figure 
2b shows the ratio Lo I {Lo)curw as a function of the background signal value, 
calculated for different values of the coefficient of variation cvA. The presented 
graphs demonstrate importance of taking into account the variation of the 
monitored parameter for obtaining correct estimates for the detection limits of 
radioanalytical techniques used in environmental monitoring studies. 

Application Example 

The derived expressions were applied to the analysis of efficiency of the air-
monitoring program in the vicinity of Khmel'nits'kiy NPP (KhNPP), which is 
located in the northwest part of Ukraine. There are eight permanent air-
monitoring stations installed in the monitored area of KhNPP. Location of the 
stations is schematically shown in Fig. 3. Each station is equipped with a high-
volume air-sampler "Typhoon-4" with maximum airflow capacity 1000 cubic 
meters per hour. Air-samplers are operated continuously with filter changing 
every ten days. The gross beta activity is measured on every sample by 
radiometry, while gamma-emitters and Sr-90 are determined on quarterly 
combined samples using semiconductor gamma-spectrometry and radiometry of 
the radiochemical^ pre-treated samples respectively. 

The air-monitoring program efficiency analysis consisted of several steps. 
Firstly, expectation values of the calibration coefficients μχ were estimated for 
each controlled parameter based on the characteristics of applied analytical 
equipment and analysis technique. For instance, the calibration coefficients for 
gamma-spectrometry measurements were evaluated using formula 

μχ=ν0 η ε(Ε)ργ τχτ3/λ(λτλ)/2{λτ2)/{(λτ2\ (14) 
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Figure 2. (a) - quantile ratio as a function of the variation of the controlled 
parameter; (b) - ratio of detection limits as a function of the background signal 

value (numbers indicate values of cvA, calculations were done for a = β = 0.025). 
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Figure 3. Location of the air-monitoring stations in the vicinity of KhNPP. 

where v 0 is the airflow capacity of a sampler, η is the number of combined filters, 
ε(Ε) is the full energy peak efficiency for gamma-rays with energy E, pr is the 
gamma-ray yield per decay of a radionuclide of interest, λ is the decay constant 
of a radionuclide, η is a cumulative length of the filter exposure period (a 
quarter), r 2 is the time elapsed since the end of the exposure period till the 
measurement start, r 3 is the filter measurement time interval. Functions 
/i(x) = ( l -exp(-*) ) /* and f2(x) = exp(-;t) take into account decay of 
radionuclides during r b r 2 , and r 3 intervals. 

After that, based on the statistical analysis of the long-term emission 
measurement data, a component cvA[ of the coefficient of variation of the 
monitored parameter related to the emission source statistics was evaluated. Its 
value was found to be about 0.8 for the emission of long-lived radionuclides in 
power-generation operating mode of the KhNPP (7). 

Next, using a developed stochastic atmospheric dispersion model (8) the 
component cvA2 of the coefficient of variation was computed for each monitoring 
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station and each monitored parameter. This component is due to the variability 
of the atmospheric conditions, which are specific to the KhNPP location region. 
Depending upon the distance to the monitoring station and its azimuth with 
respect to the emission source, the values of cvA2 ranged from 30 % to 70 % and 
from 70 % to 100 % for quarter and ten-day exposure periods respectively. The 
cumulative coefficients of variation for the monitored parameters were found as 
CV2A = CV2A\ + CV2

A2. 
The background signal value mB was estimated for each monitored 

parameter taking into account background conditions at the locations of the air-
monitoring stations and in the measurement room. The first one was essential for 
1 3 7 Cs and 9 0 Sr radionuclides as the KhNPP location area was subject to 
radioactive contamination due to the Chernobyl NPP accident. For gamma-
spectrometry measurements an additional background component, related to the 
Compton continuum under analyzed full energy peaks, was evaluated on the 
basis of real measured spectra, which were provided by KhNPP's external 
dosimetry service. 

The MDA values were calculated by means of Eqs. 1, 12, and 13 for two 
values of the probability a =0.01 and 0.05. The obtained MDA values were 
compared with predicted concentrations of the monitored radionuclides C in the 
near surface atmospheric air, which were computed with the help of CAP-88PC 
program (9) for the specified radionuclide composition and rates of the aerosol 
emissions. The last ones were chosen to be 5 mCi/day for 1 3 ]I and 7.5 mCi/day 
for the sum of the other long-lived radionuclides, which correspond to the 
authorized control limits of emissions. The control was considered as 
satisfactory - i f M M 0 . o i <Q acceptable - i f MDAm5<C<MDA0.ou and 
unacceptable - i f C < ΜΖλ40.ο5· 

Results of the performed calculations are presented in Tables I and II. 
Shaded numbers indicate that the control with the corresponding probabilities of 
the error of the first and second kind is not possible. The presented data show 
that gamma-spectrometry of quarterly combined samples provides satisfactory 
control of the KhNPP emissions for a group of radionuclides, including 5 1 Cr , 
5 4 M n , 5 8 Co, 6 0 Co, 1 H 1 3 7 C s , and , 3 , I , all over 30-km monitored area. Gamma-
spectrometry measurements of concentration of such radionuclides as 6 0 Co, 
l 3 4 , 1 3 7 C s , and 1 3 !I provide also satisfactory control in the background monitoring 
station VIII, which is situated outside the monitored area. 

Gross beta activity measurements also provide sufficiently effective 
monitoring of the radiation situation all over the monitored area. Whereas 
measurement of 9 0 Sr concentration turned out to be uninformative and can be 
excluded from the radiation monitoring program without any significant loss in 
its efficiency, at least for the normal operating conditions of KhNPP's power 
unit. It should be noted that the main cause for this is that the monitored area is 
characterized by the elevated levels of 9 0 Sr pollution that resulted from the 
Chernobyl fallouts. 
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Table I. Minimal Detectable Activity Values for the Control of KhNPP 
Emissions by Measuring Gross β-Activity and 9 0 Sr Concentration Levels in 

the Near Surface Atmospheric Air Versus Predicted Concentrations of 
Radionuclides in the Vicinity of Different Air-Monitoring Stations 
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Table II. Minimal Detectable Activity Values, μΒς/πι 3, for the 
Concentration of Different Radionuclides in the Atmospheric Air, 

Determined by the Gamma-Spectrometry of Quarterly Combined Samples, 
Versus Predicted Radionuclide Concentrations, μΒς/m 3 , in the Vicinity of 

the Air-Monitoring Stations 
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Conclusions 

The formulas were developed for evaluating detection limits and minimum 
detectable activities of radioanalytical techniques used at the environmental 
monitoring in the areas affected by the radiation-emitting installations. The 
essential feature of the obtained formulas is that they take into account the 
variation of the monitored parameters as well as the variation of the 
measurement conditions, which can significantly influence the probability of 
detection of radioactive emissions and effluent discharges on the results of the 
radionuclide content determination in different environmental objects. 

The obtained formulas set the basis for the analysis of the efficiency and 
adequacy of methods and techniques used in environmental monitoring. As it 
was shown in the example of the air-monitoring program in the area of the 
potential impact of one of the Ukrainian NPPs, such analysis provides 
opportunities for the optimization of radiation monitoring systems with regard to 
numbers and types of monitored parameters. This approach can be also applied 
to the optimization of the performance of employed sampling equipment and 
analytical techniques, choosing optimal locations of the monitoring stations as 
well as to the development of efficient sampling schedules. 
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Chapter 22 

New Approach for the Decision Level 
and the Detection Limit in Paired Counting 

When There Is Uncertainty Concerning the Expected 
Blank Count 

W. E. Potter 

1008 Tenth Street, PMB #492, Sacramento, CA 95814 

For paired counting, utilizing modified Bessel functions of 
integer order, Neyman-Pearson confidence intervals, decision 
levels, detection limits and errors of the first and second kinds 
are all readily computed when the expected blank count is 
known. A property of the confidence interval [0, x] is that i f 
the confidence level is X %, then at least X % of the time the 
expected value is in the confidence interval. Upon partitioning 
the possible expected blank count into 21 segments, an 
approximating probability distribution for the expected blank 
count is taken from the Neyman-Pearson confidence intervals 
for the expected blank count. Using the approximating 
distribution an average decision level with an associated upper 
bound for the average error of the first kind and an average 
detection limit with an associated upper bound for the average 
error of the second kind are computed by a C++ program. 
Conditions for the validity of the detection limit are discussed. 
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Introduction 

If χ and y are Poisson distributed random variables with known expectations 
α and b, respectively, Skellam (7) proved that the probability of observing k net 
counts is given by the following equation: 

P(x-y = k) = exp(-a-b) (yfa7b)kI\k\(2^b). (1) 
In Eq. 1, χ is the gross count, y is the blank count, and Ik is the modified Bessel 
function of the real variable Q4ab) and of integer order k. The function Ik is 
defined by a power series (2) and I k | denotes the absolute value of k. Usually a 
is the expected value of the gross count and b is taken to be the best estimate for 
the expected blank count. The double precision function of Potter (3), written in 
C++, is utilized to compute the modified Bessel functions of integer order 
utilized in this chapter; this function yields values, over the range of interest, 
with about 14 significant digits. Potter (4) discusses exact decision levels, 
detection limits, and confidence intervals in paired counting; because of the 
small number of routine operations, the computational methods of this chapter 
are more than adequate. 

The decision level is the value for the net count utilized to make the decision 
between activity detected and activity not detected; i f the measured net count is 
greater than the decision level, activity is said to have been detected. The 
probability of concluding there is activity when there is no activity is called the 
error of the first kind. Exact decision levels are readily computed by summing 
the right tail of the probability density function given by Eq. 1. For discrete 
random variables it is generally not possible to determine decision levels 
yielding errors of the first kind equal to a desired value (5,6). Currie (6) chose 
the error of the first kind to be equal to or less than the desired value. In many 
situations it is possible to arrive at an average error of the first kind equal to the 
desired error of the first kind by a weighted averaging of an error of the first kind 
greater than the desired error of the first kind and an error of the first kind less 
than the desired error of the first kind. A random number would be drawn to 
arrive at a decision level. Because the probability distribution for the net count, 
when no activity is present, is symmetric about the origin, increasing the 
expected blank count will cause the error of the first kind to increase for any 
given decision level (7). 

The error of the second kind is the probability of concluding no activity was 
detected when activity is present. Detection limits can be determined by finding 
the expected net count such that the sum of the left tail of the probability 
distribution up to and including the decision level equals the desired error of the 
second kind. In this chapter the detection limit is that value for the expected net 
count that yields an actual error of the second kind closest in absolute value to 
the desired error of the second kind. Because the expected value of the gross 

D
ow

nl
oa

de
d 

by
 C

O
R

N
E

L
L

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

02
2

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



307 

count is only restricted to be a nonnegative real number, it is possible to have the 
error of the second kind equal to a desired value. Numerical experimentation 
shows that for a specified desired error of the second kind not greater than 0.36, 
increasing the expected blank count will cause the detection limit to increase (7). 
Numerical experimentation also shows that for a specified detection limit with an 
error of the second kind not greater than 0.36, decreasing the expected blank 
count will cause the error of the second kind to decrease. 

Potter (5) gave exact confidence intervals of the form [0, x] for the expected 
net count in paired counting and called them Neyman-Pearson confidence 
intervals. The method mimicked that of Pearson and Hartley (8) for exact 
confidence intervals for the expected value of the Poisson distribution; they 
credited Neyman for the method. Consider the expected blank count to be known 
and X% to be the desired confidence level for the right limit for the expected net 
count, x. The right limit of the confidence interval for the expected value of the 
net count equals that value of the expected net count that gives a probability of 
(1 - X/100) for getting the observed net count or less net counts (5). A property 
of the confidence interval [0, x] is that i f the confidence level is X %, then at 
least X % of the time the expected value of the net count is contained in the 
confidence interval (5). 

When the expected blank count tends to zero, Neyman-Pearson confidence 
intervals for the expected net count yield confidence intervals for the expected 
value of the Poisson distribution; both the left and right limits agree with values 
tabulated by Pearson and Hartley (8). Some tables for confidence intervals for 
the expected value of the Poisson distribution differ in the left limit, most agree 
about the right limit. For this chapter the use of confidence intervals is limited to 
describing the existing knowledge of the expected blank count. This chapter uses 
the fact that the sum of Poisson distributed random variables is Poisson 
distributed (P). Also the expected value of the sum of Ν random variables is the 
sum of their expected values (P). Take H to be one of Ν identically distributed 
Poisson random variables each with expected value h. Then an observation of 
the sum of these Ν random yields anX% confidence interval for Nh of the form 
[0, x]. At least X% of the time Nh is in [0, *]. It is concluded that at least X% of 
the time A is in [0,x/N\. 

Results and Discussion 

In this section three methods are discussed that attempt to account for the 
uncertainty in the expected blank count. The three methods assume that the blank 
count is Poisson distributed and that the blank has been counted an integral 
number of times greater than the sample. The first method is only briefly 
discussed. If there are W observations of the blank count, then the average 
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observed blank count is used to estimate the expected blank count. If there are a 
reasonable number of total blank counts observed, then the results may be 
acceptable. A possible criterion is to compare the average expected blank count 
with the upper limit of a confidence interval for the expected blank count; 
furthermore a comparison can be made between the decision levels calculated 
for these two values of the expected blank count. 

An example will be worked. Assume there is one observed blank count in 
one repetition. The results from a computer code using 1.0 as the expected blank 
count and 0.05 as the error of both kinds are as follows: 

• decision level for average expected blank count = 2, 
• associated error of first kind = 0.03723752, 
• detection limit for average expected blank count = 7.2338, 
• associated error of second kind = 0.05000031. 

From a computer code the 99 % confidence interval for the expected blank count 
is [0, 6.6384]. So it is clear that the uncertainty in the expected blank count is 
important. 

Upper Bounds for Errors 

This method assumes that there are Ν observations of the expected blank 
count in the sample count time that can be used to characterize the expected 
blank count. The total blank count is used to determine a X % confidence 
interval of the form [0, *]. The quantity χ can be determined by a computer code 
or a table. It is concluded that at least X% of the time the expected value of the 
blank count lies in the interval [0, x/N]. Define BUCL = x/N. Substituting BUCL 
in a code for the decision level will guarantee that at least A" % of the time the 
error of the first kind is not greater than the desired error of the first kind for all 
expected blank counts. 

If the desired error of the second kind is not larger than 0.36, then increasing 
the expected blank count will cause the detection limit to increase. That is a 
larger value of the expected blank count will have a larger detection limit; also 
there exists a unique detection limit corresponding to each value for the expected 
blank count. Again substituting BUCL in the appropriate code for the detection 
limit will guarantee that at least X % of the time the error of the second kind is 
not greater than the desired error of the second kind. This approach of bounding 
the errors of both types guarantees that, regardless of the underlying expected 
blank count, errors of both kinds can be controlled at least 99 % of the time. 

Continuing with the example and using the upper limit of a 99 % confidence 
interval to determine BUCL gives the following results: 
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• BUCL = 6.6384, 
• decision level = 6, 
• associated error of first kind = 0.03688636, 
• detection limit = 15.0893, 
• associated error of second kind = 0.04999922. 

Average Upper Bounds for Errors of Both Types 

The results above suggest that there exist values for the decision level and 
detection limit that sometimes have errors of the first and second kinds greater 
than 0.05 and sometimes less than 0.05 with average errors equal to 0.05. 
Consider the expected blank count, B, to be partitioned into nineteen segments 
from 0.0 to its 95 % right confidence limit with a difference between upper and 
lower limits of 5 % in confidence for B. The twentieth segment goes from the 
upper limit of the 95 % confidence interval to the right limit of a selected 
confidence interval that is not less than 95 % and not greater than 99.9 %. The 
twenty-first segment goes from the upper limit of the twentieth segment to three 
times this same limit. A l l reasonable values for the expected blank count are 
assumed to lie in these twenty-one segments. Figure 1 below shows the above 
described partition. Figure 1 is an example where the right limit of the twentieth 
segment is taken to be the right limit of a 99 % confidence interval; it could have 
been from the right limit of a 95 % confidence interval to the right limit of a 99.9 
% confidence interval. 

0.0 
\ D î r 

Right limit 
of 15% CI 

Right limit 
o f40%CI 

3 times right 
limit of 99% 
CI 

Right limit 
o f75%CI 

Right limit 
of 99% CI 

Figure 1. Partition of expected blank count, B. 
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For the example the twenty-one right confidence limits, with the right limit 
of the twentieth segment taken to be the right limit of a 99 % confidence for the 
expected blank count, are as follows: 0.3554, 0.5318, 0.6832, 0.8244, 0.9613, 
1.0973, 1.235, 1.3764, 1.5235, 1.6783, 1.8436, 2.0223,2.2188, 2.4392, 2.6926, 
2.9943, 3.3724, 3.8897, 4.7439, 6.6384, 19.9152. 

It is realized that there is insufficient information about the probability 
distribution for the expected blank count to exactly compute the average 
(expected) value of the error of either kind; however approximate upper bounds 
for the average errors of both kinds can be computed. Starting from the left and 
continuing through the nineteenth segment 5 % of the time the expected value 
for Β is taken to be in each segment. The percentage occupancy of the twentieth 
segment is taken to be (confidence level for right limit of the twentieth segment -
confidence level for the right limit of the nineteenth segment). The percentage 
occupancy of the twenty-first segment is taken to be (100 - confidence level for 
the right limit of the twentieth segment). That is the occupancy of the twenty-one 
segments are taken so that the property of Neyman-Pearson confidence intervals 
is not violated and also so that larger expected blank counts, B, will have their 
larger errors weighted more heavily. 

Average Decision Levels 

Next pick a trial average decision level. The expected blank count 
associated with each segment is taken to be the value at the right limit of each 
segment; this is the maximum value of Β in each individual segment and this 
yields the maximum error of the first kind for each segment. Then an 
approximate upper bound for the average error of the first kind can be computed 
by summing the product of the occupancy of each segment and the maximum 
error of the first kind of each segment. Trial values for the average decision level 
are increased by 1 until the average decision level yields an upper bound for the 
average error of the first kind equal to or less than the desired error of the first 
kind. Select this value and the average decision level that is 1 less than the 
previous selection. If possible, blend the two average decision levels using a 
random number to yield an overall average decision level with an actual 
approximate upper bound for the average error of the first kind equal to the 
desired error of the first kind. If the approximate upper bound for the error of the 
first kind, when the average decision level is equal to zero, is less than the 
desired error of the first kind, blending is not possible; in this case take the 
average decision level to be zero and its corresponding approximate upper 
bound for the average error of the first kind to be the approximate upper bound 
for the average error of the first kind. 
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Table I lists partial results from a computer code for the example that is 
being worked. If the desired error of the first kind is 0.05 then two contenders 
for the average decision level are 2 and 3. By taking a combination of 2 and 3 to 
be the overall average decision level the actual approximate upper bound on the 
average error of the first kind can be made equal to 0.05. From the code 7.314 
percent of the time use 2 for the average decision level and 92.686 per cent of 
the time use 3 for the average decision level. The overall average decision level 
is 2.927. If the partition had more segments, then the approximate upper bounds 
would be smaller. Two different effects are as follows: 

1. Averaging of the two contenders to get an overall average decision level 
decreases the decision level from the value that would otherwise be utilized. 

2. In this example the overall average decision level is greater than that 
decision level computed by substituting the average blank count for the 
expected blank count. 

Table I. Average Decision Level and Approximate Upper Bound for 
Average Error of First K ind 

Average decision level Bound on error rate 
0 0.3743 
1 0.1958 
2 0.09646 
3 0.04633 
4 0.02219 

Average Detection Limits 

For each decision level an average detection limit is determined such that 
the approximate upper bound for the average error of the second kind equals the 
desired error of the second kind. That is for the above example an average 
detection limit would be determined for decision levels of 2 and 3. The same 
partition of the expected blank count and the percentage occupancies of the 
twenty-one segments, as described above, are utilized. For a specified average 
detection limit an approximate upper bound for the average error of the second 
kind can be computed by summing the product of the occupancy of each 
segment and the maximum error of the second kind for each segment. Coupling a 
code for detection limits together with one for confidence intervals allows the 
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computation of the average detection limit and the corresponding approximate 
upper bound for the average error of the second kind. It is assumed that the 
maximum error of the second kind occurs at the right limit of all twenty-one 
segments. Above it was noted that numerical experimentation shows for a 
specified detection limit with an error of the second kind not greater than 0.36, 
decreasing the expected blank count will cause the error of the second kind to 
decrease. 

After the computations for the two average detection limits, an overall 
average detection limit can be computed. Also the errors of the second kind at 
the left limit of the first segment and right limit of each of the twenty-one 
segments are included in the output of the code. This enables the verification for 
the above statement. In particular if the error of the second kind is not greater 
than 0.36 at the right limit of the twenty-first segment, then the maximum error 
of the second kind for each of the twenty-one segments occurs at its right limit. 

The output of the computer code for the example that has been worked 
previously is as follows: 

• For average decision level = 2: approximate upper bound for average error 
of 2nd kind = 0.05000113 and average detection limit = 8.0562. 

• For average decision level = 3: approximate upper bound for average error 
of 2nd kind = 0.05000082 and average detection limit = 9.3488. 

• The overall average detection limit = 9.2543. 
• The errors of the second kind, when the average decision level = 2, for the 

left limit of the first segment and the 21 right limits of the 21 segments are 
as follows, respectively: 0.013163221, 0.019376757, 0.022479548, 
0.025142495, 0.027621403, 0.030017313, 0.032387553, 0.034775112, 
0.037211911, 0.039729009, 0.042356294, 0.04513556, 0.04810784, 
0.051335599, 0.054903434, 0.058934863, 0.063634251, 0.069367972, 
0.076932978, 0.0887361, 0.11210725, 0.21075447. 

• The errors of the second kind, when the average decision level = 3, for the 
left limit of the first segment and the 21 right limits of the 21 segments are 
as follows, respectively: 0.016563278, 0.02221558, 0.025023295, 
0.027428207, 0.029664221, 0.031823773, 0.033959316, 0.036110148, 
0.03830551, 0.040573854, 0.042942626, 0.045450113, 0.048134104, 
0.051052029, 0.054281822, 0.057937485, 0.062207887, 0.067432365, 
0.074350835, 0.085206056, 0.10692865, 0.20187149. 

• The range of expected blank counts from 0.0 to the right limit of the twenty-
first segment is uniformly divided into 20000 equal segments. The computer 
code performs a check that outputs to the monitor when while increasing the 
expected bank count the error of the second kind decreases. 
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The last item above can be viewed as an option i f there is concern that the error 
of the second kind has a maximum somewhere in the interior of a segment. 
Generally i f the error of the second kind at the right hand limit of the twenty-first 
segment is not greater than 0.36 an error of the second kind greater than that 
value at the right hand limit is not expected elsewhere. Without running the 
option the code executes within about five seconds on a newer home computer; 
running the option adds about three minutes to the execution time. 

Conclusion 

Three methods have been discussed for decision levels and detection limits 
when there is uncertainty concerning the expected blank count. The first method 
is commonly used and utilizes the average blank count as an estimate for the 
expected blank count. Confidence intervals for the expected blank count assist in 
deciding the validity of this method. 

In the second method the expected blank count is taken to be the upper limit 
of, for example, a 99 % confidence interval. This value is used to determine a 
decision level and a detection limit. If the associated decision level is exceeded 
then it is likely activity is present in the sample or there is an error in 
understanding concerning the measurement process. 

The third method computes two average decision levels, i f possible, and two 
associated approximate upper bounds for the average error of the first kind. Then 
by blending the two average decision levels and their associated approximate 
upper bounds for the average errors of the first kind utilizing a random number it 
is possible to have this average of the two approximate upper bounds for the 
average error of the first kind equal to the desired error of the first kind. Also an 
overall average decision level can be given. A method has been presented that 
yields decision levels dependent on the knowledge available for the expected 
blank count. If there is very limited knowledge concerning the expected blank 
count the results for the decision levels will be consistent with that fact and will 
tend to be larger than the decision levels of Currie (6) and Brodsky (5); that this 
is correct is discussed by Strom and MacLellan (10). If there is data from many 
repetitions of the blank count, then the results for the decision levels will be 
consistent with this fact and will tend to be close to those of Currie (6) and 
Brodsky (5). Associated with each average decision level are an average 
detection limit and an associated approximate upper bound for the average error 
of the second kind that is equal to the desired error of the second kind. Better 
knowledge of the expected blank count leads to smaller average detection limits. 
The two average detection limits are combined in the same ratio as their 
associated average decision levels to yield an overall average detection limit. 
Running the computer code for the previous example, when there are ten 
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observed blank counts in ten repetitions, yields an overall average decision level 
of 1.976 and an overall average detection limit of 7.3286. 

It is possible that one may find it preferable to not combine the two average 
decision levels. For a measurement on highly radiotoxic materials, it may be 
preferable to take a conservative approach and use the decision level having an 
upper bound for the average error of the first kind greater than the desired error 
of the first kind. 

Increasing the number of segments will decrease the upper bounds for the 
average errors of the first kind, the overall average decision levels, and the 
overall average detection limits. If each of the first nineteen segments is divided 
into two separate segments, a limited study reveals very minimal changes. 
Specifically, the overall average decision level of 2.927 decreases to 2.892, and 
the overall average detection limit of 9.2543 decreases to 9.1485. The decision 
to increase the number of segments could be decided by the speed of the 
computer to be utilized. 
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Chapter 23 

Count Rate Estimation of a Poisson Process: 
Unbiased Fit versus Central Moment Analysis 

of Time Interval Spectra 

S. Pommé and J. Keightley 

European Commission, Joint Research Centre, Institute for Reference 
Materials and Measurements, Retieseweg 111, B-2440 Geel, Belgium 

Least squares fitting procedures and weighted averages imply 
the assignment of proper weighting factors to the stochastically 
distributed data involved. In the case of a Poisson distribution, 
the obvious choice of setting the weighting factor equal to the 
inverse of the measured value is prone to bias towards low 
values. Alternatively, using the inverse of the fitted value may 
turn out to be biased towards higher values, depending on the 
procedure followed. Additional problems arise when also the 
possibility of zero counts has to be taken into account. In this 
work, several least squares statistics are considered and their 
performance compared with maximum likelihood estimation. 
The particular case of an exponential time interval distribution 
of a stationary Poisson process is investigated. Formulas are 
presented to determine the event rate of the Poisson process 
from the central moments of the time interval distribution. 
These count rates are compared to estimated values from the 
fit procedures. 
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Introduction 

Radioactivity measurements at the highest level of accuracy require a 
reduction of all sources of uncertainty. This is achieved by a good definition of 
the detector response to the radioactivity in the measured source, and the 
collection of a sufficient number of events. The activity of the sources is often 
chosen in the kBq range, which is a compromise to achieve good statistical 
accuracy in reasonably short measuring times, and yet not to paralyze the 
detection chain too much. The pulse pair resolution of each detector set-up is 
limited (typically of the order of microseconds) by the limited processing speed 
of its components, giving rise to system 'dead time' of different types, like 
extending dead time, non-extending dead time, pileup or combinations of them 

An alternative to particle counting and subsequent correction for dead time 
is a time interval distribution (TID) analysis of the counted events. In the 
particular case of a Poisson process, the time interval distribution of subsequent 
events has an exponential shape. This feature is well preserved after processing 
through a counter with non-extending dead time, allowing a determination of the 
incoming count rate from the slope of the TID when plotted in a log scale. The 
count rate results directly from parameter estimation, using the least squares 
(LSQ) or maximum likelihood estimation (MLE) methods. In spite of the 
apparent simplicity of such procedure, the result may significantly deviate from 
the true value. This is exemplified by publications on radionuclide half-life 
estimation, revealing problems with least squares fitting of an exponential fit 
function to data from counting experiments (5-6). In fact, least squares methods 
are generally known to deliver biased parameter estimates to Poisson distributed 
data (7-/6). An excellent review on the matter can be found in Ref. (7). 

The problem resides with the assignment of proper statistical weights to the 
stochastically distributed data. Weighting is commonly accepted as a means to 
improve estimations, such as averaging and fitting, as one can take into account 
an appreciated difference in accuracy between data values pertaining to the same 
variable. The expectation value is independent of the weights, provided that they 
are uncorrelated with the data (72). The most efficient choice for the weights is 
the inverse of the variance (if known!), as advocated by the least squares method 
(77). At first sight, Poisson distributed data seem to be extremely well suited for 
weighting. Indeed, the observations are usually independent and the variance 
equals the expectation value of the variable. Moreover, the observed number of 
counts is a good estimate of the variance, considering that the difference between 
its square root value and the standard deviation usually differs by less than one 
count. Nevertheless, several authors (5-6) have warned for the direct use of the 
inverse of the number of counts as a weighting factor, as this tends to overweight 
the low end of the distribution. Alternatively, if one uses the fitted value as 
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weighting factor, one is also not free of bias, as this favors a fit that is slightly 
high [see, e.g., references in (7)]. On the other hand, there is a subtle way out of 
this problem, by adding an additional step to the estimation process, in which the 
variance is put equal to the estimated values obtained in the previous iteration 
(3,5,6), and kept constant during the new iteration. 

In this work, we explore some least squares methods and compare with 
maximum likelihood estimation. Additionally, a statistical analysis of the central 
moments of the time interval distribution is presented as an alternative means to 
estimate the count rate of the Poisson process. 

Weighted Average 

First we consider repeated observations of a Poisson process, using the 
following nomenclature: 
• η = the number of observations 
• yt = the result of the / , th observation of the Poisson distributed variable y 
• <y> = the unweighted mean of the observed data 
• 5 = yj<y> - 1 = a measure for the deviation of the observation from the 

average 
• μ = the expectation value of <y>, E(<y>) 
• Y = the result of the estimation (averaging, fitting) on the observed data. 
As the observations in this case are supposed to be of equal quality, a constant 
weighting factor is recommendable and averaging should lead to the unweighted 
mean <y>. Nonetheless, it is instructive to try weighting by the inverse variance, 
approximated by the number of observed counts^, (> 0): 

η 

Σ-
r = JfY = (y-l)~l*<y> 0 ) 

Obviously this weighting procedure yields a value that slightly differs from the 
preferred value <y>, as also concluded by others (6,9,13). One can quantify the 
expected bias: 

Y ^ y J ^ \ ' \ ^ < Z ^ m (2) 
V + e/ l + < £ 2 > \+<y>~1 

in which Ε(<έ>) = E(<y>'1) follows directly from the variance formula for a 
Poisson distribution. It turns out that the weighted average will be typically one 
unit value lower than the expectation value. This simple mathematical result 
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agrees with the limit value obtained from a more elaborate mathematical analysis 
(13): 

V - 1 V ^ 
l + [Ei(/ /)-y-ln(/ /)] 

μ - \ -
μ»\ -ϊμ-L (3) 

in which μ is the expectation value of y, Ei(x) is the exponential integral of x, 
and γ is the Euler-Mascheroni constant. Even though the average value is 
affected, it was shown that the variance is not (75), i.e., the expectation value of 
the variance is still equal to μ (for μ » 1). 

An additional problem arises as to the assignment of an appropriate weight 
for observations with zero counts. Some of the classical solutions are the 
omission of such data points, applying a weight equal to one or systematically 
adding one count to all weights. A l l these approximations carry along certain 
biases: 
• omission of the zeros in the weighted average leads to: 

Σ τ 
Y = --{ 

y^O 

y*0 

using a weight of 1 for>v = 0, one can expect (see also Ref. (6)) 

Y = -
'maxO^l) 

1 
max(^,l) 

and applying a slightly modified weight = (y, + 1) 1 , one gets (13) 

(4) 

(5) 

Y = 
1-e" 

- 1 , (6) 

which is close to μ- 1 for μ » 1. Again the variance is almost unaffected (13). 
Mighell (9) investigated also other approaches, such as: 

v y , + l 
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and a particular one which converges to μ in the limit of a high number of 
observations: 

Z y f + min(l,j>,) 

Λ + 1 
Y = - -. >μ. (8) 

One can conclude that most of the considered weighted averages tend to 
yield a slightly biased estimate of the expectation value. The difference, being 
typically less than one, is of minor importance i f μ » 1. Nevertheless, only an 
unweighted average is unbiased, in particular for a limited number of 
observations and a low expectation value. 

Parameter Estimation of a Constant Function 

The problem of a weighted average can also be looked upon as a constant 
function (= Y) to be fitted to the observed data by the least squares method. The 
'least squares' solution for Y is reached when 

*2=Σ 
i=\ 

- f y t - Y * (9) 
'/ J 

is at a minimum, or its partial derivative for Y is zero. Constant weights yield the 
average value, Y = <y>. The true variance being unknown, one often uses 
Neyman's chi square (715,18): 

a - ± i ^ , ο») 

in which the variance is replaced by yh One can easily prove that this yields the 
same result as does a weighted average (see Eq. 1), i.e., 

Y=<y~l >'1. (11) 
Alternatively, one can consider the minimisation of another statistic, 

Pearson's chi-square (7,11,15): 

/=1 
It turns out that also this procedure is not fully unbiased. Indeed, its solution is 
found by setting the derivative of χΡ

2 for Y equal to zero: 

Α ί - 2 ο , - κ ) + - ο , - η 2 1 
t i l γ γ 2 J 
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« Σ '-
which readily leads to the result 

yt-r = n, 

Y = <y/< y2 > =<y> ^1+ < ε2 > *<y> + <y> *<y > +0.5 , 

(13) 

(14) 

for μ » l.The fitted value leads to <y> increased by typically half a count (see 
also (77)). Some modest overestimation of Y is not that unexpected, as this 

reduces χ ρ through the denominator. Hence, the fit evolves from <y> - 1 
(Eq. 11) to <y> + 0.5 (Eq. 14) after introducing Τ as the variance. 

Yet there is a way to overcome this bias. Cabell et al. (3) and others (5,6) 
recommend an iterative procedure in which, at a certain point, the fitted function 
value Y is used as an estimate of the variance rather than the observed values yh 

Now, to avoid a feedback loop by which one would end up in the same situation 

as with χ p (Eq. 12), it is essential that the variance is kept constant during the 

LSQ fit. The fitted value Y may then be introduced as the new inverse weight for 
a next iteration. 

Another good approach (7,8,15) is to apply the M L E statistic for the 
Poisson distribution (19): 

Χλ 
II 

/=1 

(15) 

in which the last term is set equal to zero for >>, = 0. The optimum is reached at: 
η 

1 1 = 0 , (16) 

which exactly corresponds to Y = <y> for any value of μ. It should be noted that 
the M L E statistic in Eq. 15 is not generally applicable for goodness-of-fit 
estimation, even in the case of many data points (7). For Y= <y>, Eq. 15 can be 
made more explicit: 

ή = 2 Σ > , [ ΐ η ( Λ ) - ln(< y >)] = 2 < y > £ ( 1 + β <)1η(1 + e,) 
i=l i=\ 

*2<γ>Σ(ε>+^τ) G « » l ) 
;=1 

*2|/(0 + ̂ -) = l 
2μ 

(μ»ϊ,η»1). (17) 
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As a chi-square should be distributed around one, Eq. 17 can only satisfy these 
conditions for large numbers (μ» 1). In fact, other statistics also fail, like 
Neyman's chi-square (Eq. 10), except for Pearson's chi-square (Eq. 12) (7). 

Whereas the M L E method is normally regarded as a safe method for 
parameter estimation, it was recently claimed to yield biased results, unless the 
theoretical fonction is very 'simple' (20). 

One can also apply the maximum likelihood ratio method to the Gaussian 
distributed data. This is equivalent to minimising Neyman's chi-square (Eq. 10), 
i f the variance is replaced by the observed counts. However, i f the fitted value is 
used instead, the M L E does not correspond exactly with Pearson's chi-square 
(7,8). This is because the implicitly made assumption that the ais independent 
of the fitted Y does not hold, so an extra term comes into play in the log-
likelihood. As a result of that, the best estimate of the counts y are no longer the 
counts themselves, but (8) 

yi'=Jl/4 + yf - 1 / 2 . (18) 

The Gauss M L E corresponds only asymptotically to Pearson's chi-square: 

Χλ,0=ΧΡ+Σ 
/=1 

(y/>0). (19) 

Equation 19 is only to be used i f all measured values are non-zero. Otherwise, 
one can minimise 

χΙο=ΧΡ+ΣΐηΥ, (20) 

taking into account that the latter statistic is not suited for goodness-of-fit testing. 
Now, it is challenging to look for alternative statistics producing (nearly) 

unbiased fits. In analogy with Eq. 8 for the weighted average, Mighell (9) 
suggested the following: 

^ ( ^ + m i n ( ^ , l ) - y ) 2 

M Λ + 1 

Some other candidate statistics are investigated in this work: 

(21) 
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η 

5 2 _ y ( y < - y / o + i / y ) r 

τ - 2 = Σ -

323 

(24) 

(25) 

(26) 

(27) 

(28) 

The choice of a weight = j>,K2 in P2 (Eq. 22) was inspired by the fact that the 
deviations in Eqs. 11 and 14 are quite similar and of the opposite sign. The 
solution for Y is the value that makes the first derivative of P2 for Y equal to 
zero: 

/=1 

^ 2 . j h t o - r V i + i / r ) 2 

;=1 

+ 1-7(1+ 

(29) 

which leads directly to Y = <y>, an unbiased fit. 

The weight ^ytY2 in Q1 (Eq. 23) is a variation on previous choice, in 

which the root is included to compensate for the third power dependency. Its 
solution is close to the average value <y>, since the first derivative to Y of the 
reduced statistic, Ç?/n, is small for K= <y>: 

1 d 7 ~—Q2 

ndY* Y=<y> 

j η 

i=\ 

1 9 

0><- < y >)+^ 0><- < y >) 
3 < y > 

ll<y>2 yt 

,-2,v 1 3 8 4 7 5 
n Jj^\ ' 9 ' 81 ' 81 ' 

——> (-2) o+JL_Aj 
Ί 9μ2 811 

M3%2J 
« 0 f o r / / » 1. (30) 
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In Eq. 24, a constant value 1 is subtracted from Y in the numerator, to 
anticipate the systematic shift towards <y> - 1 in Eq. 10. This will indeed move 
the fit into the right direction, as (for μ » 1): 

— R2=0^Y = (y-lYl +\ « < y > . (31) 
dY \ I 

Equation 25 has a similar solution (for μ » 1), as Y/(l + \/Y)~} is in the first 
order approximation equal to Y - 1. Still, the use of;/, - 1 as a weighting factor 
remains problematic for observations with zero counts, yt = 0. In Eqs. 26 and 27, 
the estimated value Y is used instead, now corrected by half a count in the 
numerator. Eq. 26 reaches a minimum for: 

Y = V< O>-0.5) 2 > * V<j>>2 +1/4* ->< y >, (32) 

in which <y2 >*<y>2 +<y> in the case of a Poisson process (see also 
Eq. 14). The expression in Eq. 27 is similar to Eq. 26, as 7(1 + \/Y)05 is equal to 
Y + 0.5 in the first order approximation. 

Eq. 28 is based on Eq. 7, applying y> + 1 as the weight, and also 
compensating for the expected bias. The solution reaches the expected value for 
a sufficiently large set of data (η » 1). Yet, the situation is still not ideal for 
small expectation values (say μ < 5). 

Parameter Estimation for an Arbitrary Function 

The least squares method is commonly used to fit any kind of function to a 
set of data, the case of a constant function being an untypical example. Several 
questions are of importance: the systematic biases encountered up to this point 
are relatively small, but is this also the case for a least squares fit to an arbitrary 
function? Are any of the suggested 'unbiased' minimisation procedures 
applicable to non-constant functions? The nomenclature is extended as follows: 
• gix',a) = theoretical function that describes the observed datay as a function 

of x, containing parameters a, the value of which has to be estimated by a fit 
• Yj = the result of the fit at point JC„ being an estimate for the observed 

number yh 

Revisiting the case of a weighting by the inverse of the measured value, 
weight = \lyh one finds a more general expression for the corresponding least 
squares solution: 

T i L = « , (33) 

and a similar expression for weighting by the fitted value, weight = 1/F,: 
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In order to assess the impact of bias on the estimation of a significantly 
varying function, we consider the hypothetical case of an exponential decay in 
which the expectation value changes by a factor c for every subsequent point, 
i.e., E(y,) = cE(yi+x). This decay is known a priori and taken into account in the 
fit, y, = cYi+u and the aim of the fit is an unbiased value of Y0. Then, Eq. 33 can 
be made more explicit: 

Y Y » l c i =n (35) 
>0 + *,) 

and, considering the increase of the relative uncertainty following, ε, = -Jce^i, 
one gets: 

Yo=<yo>——-—- *<yo>0-<eoc 7 >) 
£ ( l + e 0 V O 
i=l 

*<y0>-<c > = <y0>—^——, (36) 

showing a bias that can be much higher than with a constant function, certainly i f 
the fit is performed over a broad range in which the function varies significantly 
(c" » 1). A similar result is found in the case of Eq. 34, for weight = Y{. 

Y$*<yo>2(\+<elci>) = * 7 0 « < Λ > + < ^ > / 2 . (37) 
Whereas the biases in Eqs. 11 and 14 could still be regarded as an 

insignificant artefact, the general problem of least squares fitting of an arbitrary 
function to Poisson distributed data turns out to be more than just philosophical. 
Fits to data ranging over one or more orders of magnitude may prove to deliver 
results that deviate significantly from the attainable 'best' value. Possibly the 
importance of choosing a proper statistical weight is insufficiently recognised by 
the scientific community. Therefore, its relevance will be demonstrated below in 
the case of fitting to an exponential time interval distribution. 

Moment Analysis of an Exponential Time Interval Distribution 

Particular to a Poisson process, is the exponential shape of the time interval 
distribution (TID) of subsequent events. A common example is the counting 
process of the decaying nuclei in a radioactive source, and in particular the sub
set of decays being measured by a detector (assuming a simple decay scheme). 
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However, the pulse pair resolution of the detector set-up is limited (typically of 
the order of microseconds) by the processing speed of its components, giving 
rise to system 'dead time' of different types, like extending dead time, non-
extending dead time, pileup or combinations of them. This affects TIDs mainly 
in the short interval region; yet, the exponential shape is rather well preserved 
after processing through a counter with non-extending dead time only. A n 
example TID is shown in Fig. 1, produced by a time-interval digitizer (21) 
processing pulses from a detector to which a long artificial non-extending dead 
time was added, in order to control both the type as well as the duration of the 
predominant dead time component. 

elapsed time (ms) 

0.00 2.56 5.12 7.68 10.24 12.80 15.36 17.92 20.48 

6.0X104 

·*-> 

§ 4.0x10 4 

ω 

ω 
.Ω 
Ε 
c 2.0χ104 

0.0 

ι 
t 
ι 0.000 0.026 0 051 0.077 0.102 0128 

• ι 
8.0x10' -

6.0x10* -

x=20.7Vs 

4.0x10' -

2 0x10' -

0.0-
( 10 20 30 '40 5 3 

0 1000 2000 3000 4000 5000 6000 7000 8000 

channel number 

Figure L Time interval spectrum of pulses induced by β-decaying39Ar atoms in 
a proportional counter. An artificial, non-extending system dead time of 

20.71 ps was imposed after each pulse. The spectrum was taken with a time 
interval digitizer (21), using a (selectable) resolution of2560 ns. 
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Non-Extending Dead Time, the Ideal Case 

For a stationary Poisson process, the time-interval distribution of 
subsequently counted events with a "non-paralyzable" counter having a fixed 
non-extending dead time ris represented by a shifted exponential (/) 

f(!) = V(t-r)pe-pl'-v), (38) 

fO for t<0 
in which U(t) = < is the unit step function whereas the 

y J \\ for t>0 F 

'normalization factor' ρ corresponds to the input rate of the considered Poisson 
process. 

There is a direct relationship between the input rate, the dead time and the 
average time interval between subsequently counted events. Indeed, for the 
complete time interval spectrum in the case of non-extending dead time, one 
easily finds 

-foo 

M = E(<t>)= JU(>-x)pt e-^ ( /-T ) dt = p-l+T, (39) 
0 

which is equivalent to the well-known throughput formula for non-paralyzable 
counters. 

Moreover, the relationships between the input rate and the higher central 
moments of the time interval distribution are amazingly simple. For instance, the 
second central moment equals the inverse square of p: 

& = P 2 . (40) 
Similar expressions are found for all central moments: 

^ s p - * y - J L - ( _ i ) ( ^ e (4i) 

Consequently, the central moments of the dead time distorted interval 
distributions turn out to be identical to those of the undisturbed exponential 
probability distribution, hence independent of the imposed dead time. They are 
linearly proportional to a power of the count rate. 

The count rate (assuming it is constant during measurement) can simply be 
obtained from the observed variance of the time intervals, since its expectation 
value is closely related to the second central moment (22): 

V = E\ 
η 

n-l 
- Σ [ / - < t >Y = — μ 2 * p~2 , for η » 1. (42) 

η 
The variance of the estimated mean M and variance V are calculated from the 
following generally applicable equations (22): 

VAR(J l / ) = - ^ = J - (43) 
η npl 
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2 
l_ 
• υ I 

VAR(0 = Î ^ Î Î ^ i - ^ i 
\ η J η n(n-\ 

8 ( | | > > 1 λ ( 4 4 ) 

and their covariance is 

C O V A R ( F , M ) = ± f a - 2 ^ i ) = — = . (45) 

Hence, the variance of the count rate derived from the inverse square root of F i s 

VAR(p) = VAR(V~L/2) = - J L V A R O O « ^ - (Λ » 1), (46) 
4J/ 3 η 

corresponding to a relative uncertainty of 

σ(ρ) 4 (47) 
Ρ 

Besides the input rate, in principle, also the second 'unknown', r, can be derived 
from the time interval distribution via the mean M and the variance V, since 

Γ = Μ - # , (48) 

with a theoretical variance of 

V A R ( T ) = V A R ( M ) + — V A R ( F ) — J - C O V A R ( F , M ) « - Λ τ . (49) 
4V np2 

Non-Extending Dead Time, a Selected Region of Interest 

Physical measurements of the TID are limited with respect to resolving 
power and range. If the TID is subdivided into coarse spectrum channels, 
Sheppard's corrections can be used to remedy possible grid effects. In the case 
of the variance for instance, one adds a term A 2 / 1 2 to the calculated variance 
(h being the channel width). 

More importantly, various practical reasons can prevent one from 
performing the integration of the TID from zero up to infinity; such as physical 
limitations to the maximum time interval range, disturbing 'noise' or dead time 
effects in certain parts of the TID, etc. 

Alternative statistical equations can be used pertaining to a limited "region-
of-interest" (ROI) of the TID, comprised between two time interval values Tx 

and T2 (T\ < T2). The normalization factor is then equal to 
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(50) ]u(t-z)pe-p(,-T) dt\ 
Ji 

in which T= max(r,T{). 
One can show that there is still a rather simple mathematical relationship 

between the input rate and the expectation value of the mean time interval in the 
ROI: 

M = E(<t » R 0 1 = ρ - 1 + Τ - K ' 2 11* _T) . (51) 
1 c 

The correction term converges to zero in the limit of T2 going to infinity. It 

converges to - p~l in the limit of T2 going to Τ = maxir,^). A similar 

correction term is found in the corresponding equation for the variance: 

λ (7; _ΤΛ2

 e-P(T2-T) 

In fact, the correction terms C* for the central moments of order k can simply be 
obtained as the £ Λ order derivatives of the same term: 

Ck=(-\)k-^ln(l-e~p(T2-Vy ( 5 3 ) 

dpk 

The relative contribution of the correction factor increases for higher 
moments. One can easily verify that Eqs. 51-53 converge to the ideal case in 
Eq. 41 in the limit of T2 going to infinity, with the additional constraint that 
0 < 7i < τ in the specific case of Eq. 51. 

Now, one can choose the time interval (TUT2) such that τ < 7j « T2 = oo , 
so that 

ρ = ( Μ - η ) ' 1 , (54) 

and the uncertainty on T\ can be neglected (compared to the less precise value 
of r): 

2 

VAR(p) = ( M - 7] ) - 4 V A R ( M ) = , (55) 
^ROI 

which corresponds to a relative uncertainty of 

^ - C - L . ( 5 6 ) 

" R O I 
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For large regions of interest (7j « r, « R O i » η), this is nearly a factor of 

lower than Eq. 47, in which ρ was derived from the variance V. A more 
general expression of the uncertainty for any given value of T\ and T2 (TX < T2) is 
obtained from 

V A R O T 1 ) = V A R ( M ) + V A R ( Q ) - 2 C O V A R ( M , Q ) 

= V A R ( M ) + ( - C 2 ) 2 V A R ( / > ) - 2 C 2 ( / T 2 + C 2 ) C O V A R ( p , p ) , (57) 

which leads to 

VAR(p) = -^ — , (58) 
" R O I 

and a relative uncertainty of 

σ(ρ)__ / î _ 

Ρ V % o i ( l + P 2 C 2 ) 
(59) 

Discussion 

The incoming count rate ρ of a counting experiment (see Fig. 1) has been 
determined by several methods: (1) particle counting over a certain time period 
and subsequent correction for the system dead time, (2) a statistical analysis of 
the central moments of the TID, (3) weighted least squares fits of an exponential 
to the TID, and (4) maximum likelihood estimation for Poisson distributed data. 

Particle Counting with Dead Time Correction 

First the incoming count rate was determined by particle counting over a 
certain time period and subsequent correction for the system dead time. The 
discriminator output pulses pass to a non-extending retriggerable dead-time 
generator of zero recovery time and a live time clock gate checking the system 
availability at a rate of 100 kHz. System live time and real time are established 
by counting pulses that are generated after one thousand successful checks. The 
count rate follows from the ratio of counted events to the live time, p = N/TL, and 

the Poisson uncertainty follows froma(p)/p = \I-JN . In the considered 

example, we get p= 636.38 ± 0 . 1 0 s"1 (with a characteristic non-extending dead 
time of r= 20.71 ps). 
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Central Moments of TID 

From the first and second central moment of the TID (Fig. 1), applying 
Eqs. 39 and 48, one obtains a similar count rate and characteristic dead time: p = 
636.43 s~l and r= 20.91 ps. Considering that the measured TID does not 
rigorously match the theoretical shape, one gets more precise results by setting 
an artificial limit T\ slightly larger than r, which yields (via Eqs. 51, 54) p = 
636.35 ± 0.10 s"1. This is confirmed with almost the same precision by the 
second central moment (Eq. 52), p= 636.35 ± 0.13 s"1, demonstrating the 
validity of the assumed exponential shape of the TID. Also the analysis of more 
limited intervals of the TID reproduces the same result, with random deviations 
in a range that can be expected from the uncertainty. 

Least Squares Fitting 

Least squares fits of an exponential function to the TID, involves the 
estimation of two free parameters: the amplitude and the slope, the latter being 
related to the count rate p. Minimising Neyman's (Eq. 10) and Pearson's chi 
square (Eq. 12), one finds p = 636.85 s"1 and p= 636.02 s"1, respectively. These 
values are clearly biased by a multiple of the expected uncertainty of 0.10 s"1. 
The absolute value of the error can be quite large when fitting to small numbers. 
An example is presented in Fig. 2, showing a fit to the data points in a restricted 
ROI (between channel 5000 and 6500, with typically 2-10 counts per channel). 
The corresponding results are p= 750 s"1 (Neyman) and p= 604 s"1 (Pearson), 
whereas the central moment analysis still gives a realistic value of p= 643 ± 
10 s"1. 

Maximum Likelihood and 'Unbiased' Least Squares Methods 

In Table I, a sample is shown of fits to specific ROIs of the TID, using the 
various statistics discussed above (Eqs. 10, 12, 15, 21-28). The first ROI 
concerns nearly the full spectrum, the second ROI is somewhere in the middle 
and the third and fourth are at the end, where the number of counts is low. The 
uncertainty from the central moment analysis, Eq. 56, is used as a criterion for 
the quality of the results. The fits based on Neyman's and Pearson's chi squares 
are significantly biased, whereas the central moment analysis, maximum 
likelihood estimation, Mighell's least square and the iterative procedure on 
Pearson chi square lead to unbiased results. The unbiasedness of M L E is 
compatible with the prerequisite of'simplicity' of the exponential function (20). 
Also the other statistics (Eqs. 23-28) are well suited for fitting to Poisson 
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distributed data, except for P2 (Eq. 22), which is inefficient. Nevertheless, they 
suffer from bias when the counts are very close to zero. 

elapsed time (ms) 

0.00 2.56 5.12 7.68 10.24 12.80 15.36 17.92 20.48 
J • , ' I . I ι I ι 1 . I 1 L 

ω 102 

Ε 3 C 
10* 

10 

Neyman's chi square 

Pearson's chi square 
fit region 

— I 1 « 1 1 1 1 1 1 1 1 1 1 I 1 

0 1000 2000 3000 4000 5000 6000 7000 8000 

channel number 

Figure 2. Same time interval spectrum as in Fig. 1. The dashed lines represent 
biased least squares fits to the experimental data from channel 5000 to 6500, 

minimizing Pearson's andNeyman chi squares, respectively 

Conclusions 

The rate of a Poisson process observed by a counter with non-extending 
dead time can be derived from the slope of the time interval distribution of 
subsequently observed events. Unbiased results were obtained with a central 
moment analysis (Eqs. 51, 52), maximum likelihood estimation (Eq. 15) and 
Mighell's least square procedure (Eq. 21). Least squares fits based on Neyman's 
(Eq. 10) and Pearson's (Eq. 12) chi squares are significantly biased. 
Nevertheless, the latter can be used correctly in an iterative way, by keeping the 
uncertainties constant during each fit procedure, and then iteratively adapt them 
according to the newly obtained fitted values. Alternative statistics suggested in 
this work (Eqs. 23-28) are well suited for fitting to Poisson distributed data, 
unless the counts are very close to zero. 
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Table I. Count Rate of the Poisson Process (see Figs. 1 and 2) as Derived 
from Different Analysis Methods in Four Fit Regions (Begin and End 

Channels Are Indicated on Top of the Column, as Well as the 
Corresponding Number of Events /f ROI)- Biased Results Are in Italic. 

ROI (channels, nROj) 

Statistic Eq. 
10-

8000 
#43887431 

3000-
6000 

#333861 

5000-
6500 

#11806 

6000-
8192 

#2505 

51 
59 

636.35 
±0 .10 

635.9 
± 1.2 

643 
± 10 

624 
± 16 

V-C2 52 636.34 636.1 633 650 

XN 10 636.85 649.0 750 555 

Χ ρ (free) 12 636.12 630.8 604 601 

Xp (iterate) 12' 636.36 637.8 645 623 

MLE / j f 15 636.35 637.8 645 623 

xl 21 636.35 637.8 641 595 

P2 22 582 633.0 592 235 

& 23 636.33 637.8 643 491 

R2 24 636.28 637.9 630 234 

S2 25 636.34 638.0 665 402 

f 26 636.27 637.7 641 418 

U2 27 636.27 637.7 638 499 

V2 28 636.33 637.8 642 347 
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1. Introduction 

The first published application of the Bayes inference to radioactivity 
counting was that by Rainwater and Wu (7). The Bayes methodology has been 
described in many editions of the Friedlander et al textbook (2). Since then, the 
Bayes inference has become a widely used technique in nuclear science, such as 
in radioactivity counting (5-7), nuclear physics (£-70), half-life studies (77), 
health physics (72-74), and spectra deconvolutions (75,76). A review of the 
Bayes methods in health-physics applications has been done by Martz (77). 

© 2007 American Chemical Society 335 

Chapter 24 

Bayesian Inference from the Binomial and Poisson 
Processes for Multiple Sampling 

Thomas M . Semkow 

Wadsworth Center, New York State Department of Health and State 
University of New York, P.O. Box 509, Albany, NY 12201 

The binomial and Poisson distributions are fundamental to the 
statistics of radioactive decay and measurement, and are 
widely used in the interpretation of counting data. This chapter 
reviews the subject of Bayesian inference from these 
distributions and provides some new derivations and 
approaches for the point estimators. Two groups of prior 
distributions are considered: conjugate - including beta, 
gamma, and negative binomial, as well as noninformative -
including uniform, Jeffreys, Jaynes, and convergent. The 
relationship between Bayes priors and overdispersion is 
discussed. Multiple sampling from the distributions is 
emphasized. The numerical examples are given. 
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The goal of this chapter is to review the principles of the Bayesian inference 
for the two fundamental distributions used in nuclear science: binomial and 
Poisson. A n advanced statistical approach is followed. In this chapter we do not 
cover specific topics of applications such as distinguishing between the source 
and background counts, detection limits, or health physics applications. Instead, 
we show how the population parameters can be inferred from the above 
distributions using the Bayes method. This is illustrated with several numerical 
examples in nuclear science and from the literature. 

The binomial distribution describes dispersion of the number of decayed 
atoms x, given the original number of atoms Ν and the probability of decay ρ 
(2,18), 

P(x\N,p) = ̂ p x q N - \ 0<p<\, q = l-p, 0<x<N. (1) 

The probability of decay of a single atom in time / is equal to 1 - ο~λί, where λ = 
In2/7V2 is the decay constant (rate constant), and Ty2 is a half-life. If the process is 
statistically sequential and conditional (but not branched), for instance, i f the 
decay is followed by the detection with a probability ε, then ρ = (1 - e~ ) and 
χ describes the statistics of counts (19). In general, ρ can be a product of such 
sequential event probabilities. We will not be distinguishing the contributors to ρ 
in the equations, however. The binomial distribution has the following properties 
(20): mean μ(χ) = Np, variance μ2(χ) = Npq, and a dispersion coefficient δχ = 
μ2(χ)Ιμ(χ) = q. 

When the population Ν » 1, and ρ « 1, the binomial distribution transforms 
into the Poisson distribution (2,18). In this case, a low value for ρ is usually 
caused by a slow decay, Xt « 1. Then, we have ρ = λί for the statistics of decays 
or ρ = λίε for the statistics of counts. However, the Poisson distribution depends 
on one parameter only, θ = Np, 

χ —Θ 
Ρ(Χ\Θ) = ?-Ϊ—, θ>0, x>0. (2) 

xl 
The Poisson distribution has the following properties: μ(χ) = μ2(χ) = θ, δχ = 1. 
One can also factor θ = pi, where ρ is the rate. 

Since we are ultimately interested in the Bayesian inference for multiple 
sampling, we outline the likelihood functions for such sampling in Section 2. It is 
important to note that the Bayesian inference is related to the subject of 
overdispersion in nuclear statistics, described in Section 3. Section 4 summarizes 
the Bayes theorem and discusses the various prior distributions of interest. In 
Section 5, we apply the Bayes inference to the binomial parameters Ν and p, 
under various scenarios of known AVunknown p, unknown ATknown p, as well as 
unknown N/unknown p. The posterior distributions are derived, as well as their 
point and interval estimators. The Bayesian inference of the Poisson parameter Θ, 
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as well as that for p, is performed in Section 6. The summary and conclusions are 
contained in Section 7. Although this chapter is a review, we provide some 
generalized derivations as well as new proposed approaches, particularly in the 
case of the binomial distribution. We also compare different priors in detail. 

2. Likelihood Functions 

Let us assume that η independent samplings (measurements) were made 
with an outcome χ = {xt x„}. The sample mean can be defined as 

l n 

* = ~ Σ * ' · Then, the likelihood function for the binomial distribution is 
n i=\ 

obtained from Eq. 1 : 
ι- η 

Π 
/=1 

nx nN-nx 
p q 

(3a) 

Equation 3a is normalized with respect to each xh since η consecutive sums over 
xt will result in unity. To calculate the moments of counts, however, we are not 
interested in the moment of each x, individually, but in the moment of wc. This 
will be shown in Section 3. We are also interested in normalizable and tractable 
posteriors of the parameters in Section 5. For the above two reasons, Eq. 3 a is 
renormalized to the statistics of rix : 

P(hx\nN,p) = ptiXqiiN-nx (3b) 

As an example, we provide the relationship between the maximum-
likelihood estimators (MLE), Ν and ρ, which is obtained by differentiating Eq. 

3b with respect to ρ and equating to zero (20), yielding x-Np. The second 
M L E equation, obtained by differentiating with respect to N, is given in Ref. 
(20). It can be shown that χ is an unbiased estimator of the product Np (21). 

In the case of the Poisson distribution, the likelihood function is obtained 
from Eq. 2, and is given by Eq. 4a. This likelihood is renormalized to the 
statistics of nx, resulting in Eq. 4b, which will be used in Sections 3 and 6. 

Ρ(Χ\Θ) = Π 
.1=1 

J 

Ρ(ηχ\ηθ) = 
m i 

(4a) 

(4b) 

The M L E in this case is equal to χ = θ (20) and it is unbiased (21). 
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3. Overdispersion 

It has been experimentally recognized that the counting statistics are often 
overdispersed with respect to the basic distributions, Eqs. 1 and 2, (7,22). The 
theory of overdispersion has been developed (19,22-24). The reason for the 
overdispersion is that the parameters φ such as ρ, Θ, or Ν are not constant, but 
rather fluctuate during the measurements. We can define a statistical event as a 
single decay or a count, and a statistical trial as a measurement consisting of 
several events. If the parameters fluctuate from event to event, in such a way that 
the mean values of φ remain constant from trial to trial, the statistics are not 
overdispersed. However, when the mean values of φ change from the trial to 
trial, the statistics become overdispersed. 

The physics of parameter fluctuations fits well within the existing statistical 
distributions theory. We discuss the binomial probability parameter first. It has 
been proved (19), that the fluctuations of ρ can be described by a beta 
distribution (25), 

^ | a ' * ) = S i e " l ? i " ' 0 < p < h ( 5 ) 

u Q~udu is the gamma 

function. This distribution has a mean μ(ρ) = al(a + b), and a variance μ2(ρ) = 
ab/(a + b)2(a + b+\)(25). 

The overdispersed statistics of counts are obtained by mixing the beta 
distribution, Eq. 5, with the binomial likelihood, Eq. 3b, 

P(nx\nN,a,b) = ^P(mc\nN,p)P(p\a,b)dp 

_ (ΛΛΛ Tja+b) Γ(ηχ+α) Y(nN-rix+b) 
[rix) T(a)V{b)Y{nN+a+b) ' ^ } 

Equation 6 is called a beta-binomial (negative hypergeometric) distribution (20). 
The moments of this distribution can be calculated (20) as: 

μ(ηχ) = ηΝμ(ρ), (7a) 

μ2(ηχ) = μ(ηχ) [1 - μ(ρ) + μ(Πχ) ν2

ρ (1 -1 / ηΝ)}, (7b) 

where the square of the variation coefficient for the fluctuating probability is 
defined as v2

p= μ2(ρ)/μ2(ρ). The factor within the brackets in Eq. 7b is the 
dispersion coefficient. The last term within the brackets is the excess dispersion 
over the binomial dispersion of 1 - μ(ρ), and it is equal to zero i f there are no ρ 
fluctuations, vp = 0. 

It has been shown by Dennis and Patil (26) that the gamma distribution (25) 
is a general model for a non-negative random variable fluctuating around the 
steady state: 
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PV\a,b) = £ - e a - l e - b e , θ>0, (8) 
Γ(α) 

where a > 0 and b > Ο are parameters. The gamma distribution has a mean μ(θ) = 
α/6, and a variance μ 2(0) = α/6 2 (25). 

To obtain the overdispersed statistics of counts, we mix the gamma 
distribution, Eq. 8, with the Poisson likelihood, Eq. 4b, 

P(m I a, b) = J ° ° P(nx | Λ β) Ρ(θ \ a, b) άθ 

which is one of the forms of the negative binomial distribution (20). The 
moments can be calculated (20) as: 

μ(ηχ) = ημ(θ), (10a) 

μ2 (nx) = μ(ηχ)[1 + μ(ηχ)ν%], (1 Ob) 

where ν2

θ = μ2(θ)Ιμ\θ) is a square of the variation coefficient for the fluctuating 
Θ. The factor within the brackets is the dispersion coefficient. The last term of it 
is the excess dispersion over the Poisson distribution, and it is equal to zero i f 
there are no θ fluctuations, νθ = 0. Equation 10b reveals also the transition from 
the binomial to the Poisson case, since it represents a limit of Eq. 7b for μ(ρ) —• 
0 and Ν —> QO . 

Finally, we discuss the overdispersion of the binomial parameter N, which 
may not be constant in the course of samplings. The fluctuations of Ν can be 
assumed according to the Poisson distribution. It has a good physical 
justification, since the generation of the number of radioactive atoms in nuclear-
science experiments is often governed by the Poisson process. However, because 
in this case the binomial processes (such decay and counting) follow the Poisson 
process of Ν fluctuations, the combined statistics is that of the Poisson. If even 
further overdispersion of Ν over the Poisson is desired, a negative binomial 
distribution can be assumed. This is the most general case which we discuss 
below: 

P(nN I c,nd) = ( ^ [ " ! ) ^ ( 1 - c)nd\ Ν > 0, (11) 

where 0 < c < 1 and d > 0 are parameters. The distribution above has a mean 

p(nN) = ncd/(\-c) and a variance μ2(ηΝ) = ncdl(\-c)2 (20). 

The overdispersed statistics of counts is obtained by mixing the negative 
binomial distribution, Eq. 11, with the binomial likelihood, Eq. 3b, 

P(nx I p, c, nd) = Σ"Ν=ηχ P ^ 1 nN>p) P ( n N 1 c ' n d ) 
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-fë" 'Χ^Π-ΐ̂ ]" · (12) 

Equation 12 is, amazingly, still another negative binomial distribution, whose 
moments give the overdispersed statistics of counts 

μ(ήχ) = μ(ηΝ)ρ, (13a) 
μ2(rue) = μ(ηχ) [1 + μ(ηχ)I nd]. (13b) 

The factor within the brackets is the dispersion coefficient. The last term of it is 
the excess dispersion over the Poisson process for N, and it is equal to zero when 
c —» 0 and d —• oo in such a way that cd = const. Then Eq. 11 transforms to the 
Poisson distribution for nN. 

4. The Bayes Theorem and Prior Distributions 

The likelihoods in Eqs. 3 and 4 can be abbreviated as Ρ(χ\φ), which 
expresses the probability of obtaining a set of experimental observations x, given 
a set of parameters φ. However, we are interested in the inverse problem of 
estimating φ, given the set of observations JC. This inversion can be obtained with 
the Bayes theorem (27,28): 

P«p\x)= / ( Χ ΐ < Ρ ) Ρ ( φ ) . (14) 
\Ρ(χ\φ)Ρ(φ)άφ 

In Eq. 14, Ρ(φ\χ) is called a posterior distribution, whereas Ρ(φ) is a prior. The 
integral over the parameter space in the denominator (or the sum for discrete 
parameters) is called a normalization factor. 

The choice of the prior distribution is an important part of Bayesian 
inference (28-31). We describe two classes of priors: conjugate and 
noninformative. The conjugate priors are those that cause the posteriors to 
belong to the same class of distributions as the priors: examples are the beta 
prior, Eq. 5, the gamma prior, Eq. 8, for the binomial and Poisson distributions, 
respectively. These priors are convenient to use owing to their mathematical 
properties. Gamma priors have been applied in nuclear science (3,7,11). 

The second important class of priors is the noninformative priors, which 
attempt to model no prior knowledge about the parameters sought. The uniform 
prior belongs to this class, Ρ(φ) ~ const, where all values of φ are equally likely. 
It is also called a Laplace prior (32). Jeffreys proposed that the noninformative 
prior should satisfy information-theory invariance (28,33). This invariance leads 
to the priors P(p) ~ p'mq~m and Ρ(θ) ~ 0~ l / 2 for the binomial and Poisson 
distributions, respectively. Furthermore, Jaynes proposed that the prior should be 
invariant under rescaling of the parameter, which results in Ρ(θ) ~ 6ΓΧ for the 
Poisson distribution (34,35). Another special transformation was proposed by 
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Jaynes, resulting in P(p) ~ p~xq~x for the binomial distribution (34). The 
noninformative priors for ρ and θ are also the limiting cases of the beta and 
gamma priors for the specific values of parameters a and b, as illustrated in 
Table I. 

The noninformative priors are improper, meaning that their integrals over 
the parameter space can be divergent. For instance, the abovementioned Jaynes 
priors will have singularities at ρ = 0, 1, and θ = 0; a uniform prior for θ will lead 
to a diverging integral at infinity. This can lead to a divergent normalization 
integral in the denominator of Eq. 14, and an example of this will be given in 
Section 5. However, often the normalization integral converges, since the 
integrand (the product of likelihood and prior) may nevertheless converge to 
zero at the integration limits. If the normalization integral diverges, one cannot 
normalize the posterior, which then ceases to be a probability distribution. Only 
its mode can be calculated; other point estimators or credibility intervals cannot. 
Some numerical remedies are possible, for instance truncation of the integration 
limits based on the knowledge of the range of parameters. For a uniform prior, 
the mode of the posterior is equal to the one from M L E . 

Table I. Priors for ρ and θ Parameters 

Parameter Prior class Prior a b Formula 
conjugate beta a b 

uniform 1 1 const 
Ρ noninformative Jeffreys Vl Vl 

Jaynes 0 0 ρ q 
conjugate gamma a b 

θ uniform 1 0 const 
θ 

noninformative Jeffreys Vl 0 
Jaynes 0 0 0-' 

The negative binomial prior, Eq. 11, is a conjugate prior for parameter Ν of 
the binomial distribution (36,37). A Poisson prior has also been used as a 
conjugate prior (36-39). Among noninformative priors, a \IN prior (38,40,41) 
and a uniform prior (39,42,43) were used. In some cases, the prior was 
truncated, based on the knowledge that Ν cannot be greater than a prescribed 
value (39,42). This is equivalent to a rectangular prior (29). The priors for Ν 
parameter do not conform to such a compact presentation as for the parameters ρ 
and θ in Table I. 

Bayesian methods are typically used in two situations (28,30,31). The first is 
when the parameters vary from sample to sample, leading to overdispersed 
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statistics. The prior distribution models this variation, which is actual physical 
variability, and the prior probability of some parameter value is the long-term 
frequency of obtaining that value when sampling repeatedly. This interpretation 
of probability is the frequentist approach. This kind of prior is used in the 
empirical Bayes or hierarchical Bayes model. Conjugate priors are useful in 
these approaches, and we showed in Section 3 that the conjugate priors describe 
the statistical physics of overdispersion very well. Non-conjugate priors have 
been used in empirical and hierarchical Bayes models as well. 

The second situation defines probability as a measure of degree of belief. 
This is the subjectivist approach. For the last few decades many practitioners 
have used the term Bayesian as synonymous with subjectivist. In the subjectivist 
viewpoint, any unknown parameter can have a prior distribution, even if the 
parameter is inherently constant. The prior distribution is a distillation of any 
information or belief that may be present before the current data are observed. 
The posterior distribution updates the belief to reflect both the prior information 
and the observed data. Both noninformative and conjugate priors can be used in 
this approach. The idea of noninformative priors only makes sense in the 
subjectivist framework. 

In the following Sections 5 and 6, we describe the Bayesian inference from 
the binomial and Poisson distributions, respectively. A l l point and interval 
estimators are discussed. However, the emphasis is given to the mean and the 
variance. The posterior mean is admissible under a quadratic loss function and 
is, therefore, more appropriate than the mode (28,39). 

5. Bayesian Inference from the Binomial Distribution 

The Bayesian inference from the binomial distribution has been described 
for case A - known Ν and an unknown ρ (29,44). This is the easiest and best 
established case. Cases Β - when Ν is unknown and ρ is known (36,37,39-41), 
and especially C - when both Ν and ρ are unknown (38,39,42,43,45,46) are 
much more involved and have been the subjects of recent research. Yet, it is the 
number of atoms Ν that we may wish to infer in nuclear science, for instance, in 
experiments involving a few or rare events. 

Case A uses essentially a nx statistic, since ρ has an exponents in Eqs. 3a, 
b. Most authors have been using individual Jt, statistic for cases Β and C, since Ν 
is combined with *,· in Eq. 3a. One exception was Rukhin (40), who used the rix 
statistic for case B. Applying the nx statistic to cases Β and C is an 
approximation. We have decided to do the latter, despite some loss of generality, 
offset by the benefit of more tractable formulas. This approach can be further 
justified by often large uncertainties of the estimators. In fact, Kahn (45), and 
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DasGupta and Rubin (46) have shown that there are no unbiased estimators for 
case C. 

Any estimator of Ν must have the property Ν > xm, where xm = max(jt,). 
Cases A , B, and C are described below separately. 

Case A : JV Known, ρ Unknown 

Since Ν is known, we neglect the prefactor in Eq. 3b. We also neglect the 
prefactor in Eq. 5, since it is not a function of p. Then, according to the Bayes 
theorem, Eq. 14, the posterior is proportional to p^o-l^nN-nx+b-l T h i s c a s e 

can be generalized further by assuming that each measurement started from a 
different number of atoms Nh i.e., Ν = {Nu... ,N„}. The known mean of Nj can be 

— l n 

defined as Ν = - ^ A f , . The posterior is finally proportional 
N 1=1 

to pnx+a-l
q
nÏÏ-râ+b-l x j i e r e f o r e > t h e posterior is the beta distribution: 

HP ι * ι . η , ι * . « . * > - r w ~ U , — y - * - ' . (i5) 

The point estimators of the posterior are calculated (25) from the 
uncorrected rth moments p'r, 

^ p ^ i y p ( p ^ d p = w ^ k > ( i 6 ) 

where (u)r = w(w + l ) - ( w + r - l ) is an ascending factorial, (w) 0 =l (20). The 
mean μ and the variance μ2 are then calculated from Eq. 16: 

μ(ρ I nx) = μ[(ρ \ nx) = (17a) 

μι(ρ I nx) = Mp I nx) - μ\ρ | nx) = · (17b) 

It is seen from Eqs. 17a, b and Table I, that the Jaynes prior (a = b = 0) yields 
the posterior mean equal to the M L E estimator, whereas other noninformative 
priors produce shifted estimates. The estimates become less dependent on the 
choice of prior for large n, and large number of decays or counts. 

The mode of the posterior is determined by differentiating Eq. 15 with 
respect to ρ and equating to zero: 

Special cases are: when rix + a < 1 and nN -rix + b>\, then the half-mode (at 
end-point) (47) is equal to zero, and in the opposite case, it is equal to one. It is 

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
 o

n 
A

ug
us

t 6
, 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 N

ov
em

be
r 

16
, 2

00
6 

| d
oi

: 1
0.

10
21

/b
k-

20
07

-0
94

5.
ch

02
4

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



344 

seen that the mode is equal to M L E of the parameter for the uniform prior (a = b 
= 1). 

There are several ways to determine the interval estimators (29). Let the 
lower and higher Bayesian credibility intervals on ρ be abbreviated as / and h, 
respectively. We follow the convention of the highest posterior density, 
according to which P(l \ rix) = P(h \ rix) from Eq. 15. If we assign a 1 - a 
credibility level that I < p<h, the credibility intervals can be obtained by a 
numerical solution of Eqs. 18a, b: 

\hP{p\m)dp = \-a, (18a) 

l) 

ι 
rix+a-\ / j ι \nN-rix+b-\ 

υ - * ; ( 1 8 b ) 

As an example, let us consider an experiment, where 3 and 5 rare nuclear 
atoms were created in each of the two separate runs. The decay of those atoms 
was followed for 2 min, resulting in 2 and 3 observed decays in each experiment, 
respectively. What was the half-life of the rare species and its uncertainty? We 
have η = 2, Ν = 4, x = 2.5, and we assume a = b = 1, since we do not know 
anything about the half-life. Then we obtain ρ = 0.60 ± 0 . 1 5 from Eqs. 17a, b. 
Using the information from Section 1, we obtain Ty2 = 1.5 ± 0.2 min. This is just 
an illustrative example and no comparison with other noninformative priors is 
provided. 

Case Β: Ν Unknown, ρ Known 

Negative-binomial and Poisson Ν Priors 

We use a normalized likelihood for multiple sampling from Eq. 3b and the 
negative-binomial prior for Ν from Eq. 11. The posterior for Ν is obtained from 
Eq. 14: 

rys x n -, η/ *π - J \ P(nx\nN,p)P(nN\c9nd) P(nN I nx) = P(nN \ nx, p, c, nd) = —! ——^ • . 

The marginal distribution in the denominator can be evaluated by substituting 
the variables s = qc, y = nN-rix, e = nd + rix, and subsequently summing a 

variant of the binomial series (48): (\-s)"e =^™-o(^+k~^)sk ' ^na"y' w e 

obtain the posterior distribution, which is (as it should be) another negative 
binomial distribution: 
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P(y\*,e)=["y-iy<\-s)e. (19) 

The uncorrected factorial moments p[r] of Eq. 19 are given (20) by 

M[r] = (e)r ' fr°m which the central moments can be calculated: μ = μ^ 

and μ2 = + μ-μ2. For practical applications below, it is convenient to take 

the Poisson limit of Eq. 19 at this point. This is accomplished by taking the 
limits c —> 0 and d —> oo in such a way that cd = const = μ (39). Then, the mean 
and variance of Ν are calculated as: 

μ(Ν\χ) = χ/ρ, (20a) 

μ2(Ν\χ) = μ(Ν\χ)(\-ρ2)/η. (20b) 
To test our method, we consider two numerical examples by Draper and 

Guttman (42), for one and two samplings of χ at a fixed value of ρ = 0.8. They 
are listed Table II. Our estimates for Ν and \σ uncertainties are listed in Table II 
for conjugate Poisson prior, which means that Eqs. 20a, b were used (after 
rounding off to integers). Our estimates of the same examples for noninformative 
priors will be discussed in the next subsection. By comparison, Draper and 
Guttman obtained Ν = \2 and 13 for η = 1 and 2, respectively, using their 
method, whereas Hamedani and Walter (39) obtained 13 in both cases. None of 
the above authors provided any estimates of the uncertainties. 

Table II. Bayesian Estimates of Ν for ρ = 0.8 

Draper and Guttman 
examples (42) 

η 1 2 Draper and Guttman 
examples (42) X 10 10, 12 

Ν 
prior 

conjugate Poisson 12 + 3 - 2 1 4 + 1 - 2 
Ν 
prior noninformative 

uniform 13 ± 2 14 ± 1 
Ν 
prior noninformative 

Jaynes 12 + 2 - 1 14 + 1 -2 

To complete this case, we can calculate the mode of posterior by a 
numerical solving of Eq. 20c for N, 

ψ(ηΝ + nd) - ψ(ηΝ -nx + l) = N ln(l/qc), (20c) 

where ψ(ν) = dlnT(u)/du (48). The credibility intervals for nN, I and A, at 1 -

a credibility level can be obtained by a numerical solution of Eqs. 21a, b 
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ΣΐΝ=ιΡ(ηΝ\ηχ) = \-α, (21a) 

T(nl+nd)T(nh-nx+\) _ / \n(h-l) ^Ib) 
Y{nh+nd)Y(nl-rix+\) W ' K 

Since Ν is an integer, such solution may not exist for a given a. Then, one can 
either adjust a to get the integer N, or solve for a noninteger Ν and truncate. 

Noninformative Ν Priors 

In order to study noninformative Ν priors for multiple sampling, it is 
convenient to start with the likelihood proportional only to the terms dependent 
on Ν in Eq. 3b: 

where Y(u + 1) = u\ for an integer argument. In order to have the posterior oiN 
normalizable, we study an asymptotic behavior of Eq. 22 by taking limits of the 
gamma functions as well as the limit of 1 - ρ at large Ν (48). We obtain 

PozN"*e~nNp. The Jeffreys prior for Ν is proportional to 

I E[d2 \nP/dN2]\m o c \/NV2 (30,33). We thus take the prior 

P(N\c)ocNc~l, (23) 
where c = 0, ΧΛ, 1 for Jaynes, Jeffreys, and uniform priors, respectively. In the 
following, we shall only consider c = 0, 1, since it leads to tractable formulas. 

The posterior is given by Eq. 14 with Eqs. 22, 23: 

IW+l) qnNinN)c-l 
P(nN\rix)mP(nN\nx,p,c)= Γ^ηΝ 

Σoo rw+l) nN (nN\c-\ 

nN=nx V(nN-wc+l)H K ' 

where the binomial series was summed up similarly to that in the previous 
section. 

The point estimators can be evaluated from Eq. 24: 

^1*) = - + - ^ , (25a) 
Ρ "Ρ 

μΐ(Ν\χ) = μ(Ν\χ) + -
η 

9 (25b) 
\ηρ 

Using Eqs. 25a, b, we calculate the estimated means and uncertainties for the 
examples in Table II. It is seen that for η = 2, the three priors: conjugate Poisson, 
uniform, and Jaynes, yield the same estimated mean of 14, while the 
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uncertainties are comparable. For η = 1, the estimated mean of 13 from the 
uniform prior differs by one unit from the other two (12). 

One could apply Eqs. 25 to estimate the number of products from a huclear 
reaction. Let us suppose that the products from an in-beam reaction were mass 
separated, collected on the detector, and their decay measured. The life-time of 
the products was not known precisely, however, the measurement time was 
sufficiently long to allow for a complete decay. Then, ρ ~ ε (Section 1). In 3 
experiments, 2, 1, and 4 decays were observed. Taking ε = 0.30 ± 0.02, and 
assuming Jaynes (c = 0) prior for an illustration only, one obtains from Eqs. 25a, 
b Ν = 7.8 ± 2.7, where the error in ε was propagated. The result is not rounded 
off to an integer, since such Ν can be used for a calculation of cross-section of 
the nuclear reaction, given integrated beam. 

The posterior mode can be calculated by a numerical solution of Eq. 26 for 
N, 

ψ(ηΝ +1) - ψ(ηΝ - nx +1) = — + ln(\/q). (25c) 
nN 

The credibility intervals for nN, I and h, at 1 - a credibility level can be obtained 
by a numerical solution of Eqs. 26a, b 

ΣΗ

ηΝ^ρ(ηΝ\ηχ)^\-α, (26a) 

ΓΜΓ(*-ήχ+ΐ) = n{h-l)<hlly ( 2 6 b ) 

The limitations regarding integer iV are the same as listed below Eqs. 21. 

Case C: N,p Unknown 

In this case, we have two unknown parameters. The procedure employed 
below follows the original literature (42,43), where one parameter is 
marginalized over. Subsequently, the second parameter is estimated from the 
Bayes posterior. The first parameter can then be calculated from the unbiased 
estimators = Np(Section 2). It is more convenient mathematically to 

marginalize over p. 
We assume a beta prior for the ρ parameter (Eq. 5) and marginalize over ρ 

which results in Eq. 6. The likelihood function for TV is then proportional to the 
factors dependent on Ν in Eq. 6: 

P(nx\nN,a,b) o c \ j v

 χτ (27) 

One can use any prior for W with Eq. 27, calculate the posterior according to Eq. 
14, as well as the estimators, which is a numerical problem. 

To investigate the possible noninformative priors for N, we study the 
asymptotic behavior of Eq. 27 similarly to case B. For large N, 
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P(nx I nN, a,b)^N a , so it is dependent solely on the choice of ρ prior and not 
on the data (45). Therefore, such prior for ρ has to be considered 
noninformative. We apply the Jeffreys procedure (see previous section) to the 
above equation, and obtain Ν ~l for the Ν prior. We generalize this prior further 
to a power function of the type Ν ~° where c is a parameter to be determined 
later. The posterior for Ν becomes 

Of \τ ι —\ Df AT ι — L \ P(nx\nN,a,b)(nN)~c 

P(nN I nx) = P(nN \nx,a,b,c) = — ! — . (28) 

The uncorrected moment of the rth order can be calculated from Eq. 29 

p'r(nN I nx) = ΣΖ=ηχ^ηΝ)"P(nN 1 ̂  ( 2 9 ) 

The convergence of the sum in Eq. 29 requires c > r - a + 1. Therefore, we call 
the power-function prior for Ν a convergent prior. 

Proposition 1. The posterior in Eq. 28 does not have a mode for a 
noninformative prior of p. 

Proof. By taking a logarithm of the numerator in Eq. (28), differentiating it 
with respect to nN, and using the definition of ψ function, one obtains 

ψ(ηΝ +1) - ψ(ηΝ + a + b) + ψ(ηΝ -rix + b)- ψ(ηΝ -rix + \)~ c/nN. 
By subtracting the ψ functions, one obtains (49) 

Y 0 0 J , tl \-clnN 
£"k=0\(nN+a+b+k)(nN+\+k) (nN-nx+b+k)(nN-nx+\+k) J 1 

It is seen that the above expression is negative for a and b both equal to 0, ]Λ, 1, 
and c > 0. Therefore, the posterior is a decreasing function of /V and has a half-
mode at rix. • 

This lack of mode is apparent in the tables in Ref. (42). 
The credibility intervals for nN, I and h, with 1 - α credibility level can be 

calculated from the equations below 

w ι * * > = ς ^ - Α Ο ^ 1 ™ ) = « - a ) i 2 • ( 3 o ) 

The limitations regarding integer Ν are the same as listed below Eqs. 21. 
Equations 28, 29 are valid for any beta prior for ρ and its limits. As 

examples, we evaluate below two cases for uniform and Jaynes ρ priors, 
respectively. In doing so, we replace the sums by the integrals. While an 
approximation, this can be justified by the large uncertainties in the estimators, 
as well as by the fact that most of the systematically introduced error is expected 
to cancel out by taking the ratio of integrals leading to the moments in Eq. 29. 
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Uniform ρ Prior, a = b = 1 

In this case, the likelihood for Ν from Eq. 27 is proportional to l/(nN + 1). 
By plugging it to Eq. 29, the uncorrected moments can be calculated using 
tabulated integrals (49) 

f°° d(nN) 

p'(nN\nx) = J - " ( ^ ) ^ ) - , ( . 1 ^ ^ / " > I ^ W A 
f 0 0 djfiN) ln(l +1 / nx) + ( - / ô ) " * A 

^ ( Λ ^ + ί χ η ^ ^ 

(31) 
The corrected moments can be calculated from Eq. 31: mean with r = 1, c = 2, 
and variance with r = 2, c = 3, the minimum values to achieve convergence of 
the integrals. Working formulas for the moment estimators are given below: 

M\V-*W+V«J) ( 3 2 A ) 

l -rcxln(l + l /nx) 

μ2(Ν\χ) = 
23c2[(2^x + l)ln(l + l / ^ ) - 2 ] 

This method was used 
\2(nx)2 ln(l + l / ^ ) - 2 w x + l ] 2 

(32b) 

to calculate the Bayesian estimate of Ν and its 
uncertainty for another Draper and Guttman (42) example: η = 1, χ = 10, 
unknown Ν and p. The results calculated using Eqs. 32a, b are given for the third 
case in Table III. It is seen that this method estimated Ν twice as large as x, 
implying ρ = 0.5. This is not surprising, since the uniform prior for ρ was 
assumed. The method is compared with other literature estimates of this case. 
Draper and Guttman severely underestimated Ν (case 1), a problem that has been 
discussed in general by DasGupta and Rubin (46). None of the authors (39,42) 
provided estimates of the uncertainty. 

Table III. Bayesian Estimates of Ν for η = 1, χ = 10 

No 
Prior Estimate 

Ref No 
Ρ Ν Ν 1σ 

Ref 

1 uniform rectangular 10 (42) 
2 a = 5,6 = 2 uniform 17 (39) 
3 uniform convergent 20 ± 9 
4 Jaynes convergent 16 ± 6 
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Another interesting example has been provided by Carroll and Lombard 
(43). It consists of counting the waterbucks in Kruger Park, South Africa. The 
results of counts (n = 5) were *, = 53, 57, 66, 67, 72. The aim was to estimate the 
number of waterbucks Ν without knowledge of p. Several authors attempted 
solving this example by various methods, which are listed in Table IV. It is seen 
that the Monte Carlo simulation (case 10) yielded Ν in the range 80 - 598 for the 
80 % highest posterior density coverage. However, this distribution is skewed 
towards the lower values. Both M M E and M L E resulted in unstable estimates. 
Most Bayesian estimates yielded similar results, including ours (case 11), except 
case 8. None of the authors (38,43) provided estimates of the uncertainty. Our 
case 12 will be discussed below. 

Table IV. Bayesian Estimates of Ν for Carroll and Lombard (40) Example 

No Method Type 
Prior Estimate 

Ref No Method Type 
Ρ Ν Ν 1σ 

Ref 

1 M M E a 272 (43) 

2 M M E a stabilized 199 (43) 

3 M L E b 265 (43) 

4 M L E b stabilized 72 (43) 
5 Bayes mode uniform uniform 146 (43) 
6 Bayes mode a = b = 2 uniform 140 (43) 
7 Bayes mode uniform N-1 122 (38) 
8 Bayes median uniform N~l 223 (38) 
9 Bayes mean uniform ΛΓ' 131 (38) 

10 Monte 
Carlo 

simulatio 
n 

8 0 -
598 

80% 
coverage (38) 

11 Bayes mean uniform convergent 126 - 5 4 + 56 
12 Bayes mean Jaynes convergent 109 - 3 7 + 41 

Method of moments estimator, Maximum likelihood estimator 

Jaynes ρ Prior, a = b = 0 

In this case, the likelihood for Ν from Eq. 27 is proportional to 
nN/(nN-rix). There are two difficulties with this likelihood. One is a 
singularity at nx and another is biasing towards low Ν To alleviate these 
problems, the lower integration limit was set at nxm + 1, where one was added to 
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bypass the singularity which still exists for η = 1. By plugging the likelihood to 
Eq. 29, the uncorrected moments can be calculated using tabulated integrals (49) 

f 0 0 d(nN) 

p'r(nN\nx) = 
>nxm+\ (nN-nx)(nNy 

d(nN) 

c-r-l 

Γ -
nxm+l (nN-nx)(nN) 

nxn, +1 ^c-r-2 1 

c-\ 

/ r nxm-nx+\ ^k-\ k 
= (nx) 

nx,„+\ (33) 

In nx,„+\ Z c-2\_ 
k=\~k nxm-nx + \ *-~ik=\ k{wcm+\; 

The corrected moments can be calculated from Eq. 33: mean with r = 1, c = 
3, and variance with r = 2, c = 4, the minimum values to achieve convergence of 
the integrals. Working formulas for the moment estimators are given below: 

nxm+l 

μ(Ν\χ) = - nxm-nx+l 

In 

x2 nx 

Ml(N\x) = -
nxm+\ 

nxm -rix+l 

1 nx 
2 nxm +1 

In 

nxm+\ 

nxm+l nx 
nxm-nx+\ nxm+\ 

In nxm+\ 
nxm-nx+l nxm+\[ 2nxm+\ 

1 nx 

(34a) 

(34b) 

The Bayesian estimates of Ν and its uncertainty for the Draper and Guttman 
(42) example using Eqs. 34a, b are given in Table III (case 4). The estimate of 
16 is lower than the one for the uniform ρ prior, and comparable with the one in 
Ref. (39). The estimate of Ν for the Carroll and Lombard (43) example is given 
as case 12 in Table IV. It is slightly lower than other Bayesian estimates, 
however, it overlaps with them within given uncertainty (with the exception of 
case 8). 

6. Bayesian Inference from the Poisson Distribution 

The Bayesian inference from the Poisson distribution for multiple sampling 
has been described (29,44). Since the prefactors in Eqs. 4a and 8 do not depend 
on Θ, we neglect them. Then, according to the Bayes theorem, Eq. 14, the 

posterior is proportional to em*a~x

 β " ( Λ + ^ . The normalization integral is then 

calculated (20) as: Γθ™+α~{ Q~^b)ed0 = Γ ( η * + α ) . The posterior turns out 
JO (n+b)"x+a r 

to be the gamma distribution: 
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Ρ(θ\^)^Ρ(θ\ηχ,α^)={-^^θ^+α~1 (35) 

The point estimators of the posterior are calculated from the uncorrected rth 
moments (25) of Eq. 35, μ'γ, 

μ'λθ I nx) = ζθ"Ρ(θ\ηχ)άθ= , (36) 

The mean μ and the variance μ 2 are then calculated from Eq. 36: 

μ(θ\ηχ) = μ[(θ\ηχ) = ̂ , (37a) 

μ2(θ\ηχ) = μ'2(θ\ηχ)-μ2(θ | nx) = - J ^ T . (37b) 

It is seen from Eq. 37a and Table I, that the Jaynes prior (a = b = 0) yields the 
estimate of the mean equal to the M L E , whereas other noninformative estimators 
are shifted. The estimates become less dependent on the choice of a prior for 
large η and χ. 

The mode of the posterior is determined by differentiating Eq. 35 with 
respect to θ and equating to zero: 

Μο(θ\ηχ) = ϊ ^ ^ . (37c) 
1 + 0 / η 

In a special case, when rix + a < 1, the half-mode is equal to zero. 
The credibility intervals / and h on θ can be obtained similarly to the 

binomial case in Section 5 A , by a numerical solution of Eqs. 38a, b: 
^P(e\fvc)d0 = \-a, (38a) 

= e («+W-0 ( 3 8 b ) 

J) 
As a nuclear-science example of using the Bayesian inference, let us 

consider counting radiations from decay of a long-lived radionuclide, governed 
by the Poisson process (compare Section 1). In the course of η measurements 
(sampling) counts were measured. The Poisson parameter of counts is θ = pt, 
where ρ = Νλε. We are interested in the determination of counting rate ρ in 
counts per unit time, given that each measurement lasted time t. Assuming a 

gamma prior for p, the posterior is proportional to p"**"'1 e~(nt+b)p.By 
repeating the derivations as for Eqs. 35-37, we obtain the formulas for the mean 
rate and its variance 

= (39a) 

* < » - S & - ( 3 9 b ) 

It is seen from Eqs. 39a, b that for the Jaynes prior (a = b = 0) the estimates are 

4T 
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equal to the M L E treatment. However, conjugate as well as other noninformative 
priors produces shifts in the estimates. It is also seen that there is no statistical 
difference in making, say, one 10-min measurement or ten 1-min measurements 
(£xj as well as the product nt are constant in both cases), which is a property of 
the Poisson distribution. 

7. Summary and Conclusions 

We have provided a review of the Bayesian approaches to the two statistical 
distributions that model stochasticity of nuclear processes: binomial and Poisson. 
Inferences of the parameter θ of the Poisson distribution and associated rate p, as 
well as parameters Ν and ρ of the binomial distribution were described. We 
provided formulas for the posteriors, point estimators - mean, variance, and 
mode; as well as interval estimators. The posteriors and point estimators for the 
Ν parameter have been derived under simplified assumptions of rix statistic and, 
for the unknown Munknown ρ case, by approximating infinite sums with the 
integrals. Several posteriors and point estimators for the Ν parameter were 
derived for the first time. The formulas are given generally for multiple 
sampling, from which a single sampling case can be easily deduced. The 
binomial case when both ρ and Ν are unknown continues to be a challenge 
justifying further research. 

Several prior distributions of the parameters in question were discussed: 
conjugate beta for /?, conjugate gamma for Θ and p, conjugate negative binomial 
and Poisson for N, as well as noninformative - uniform, Jeffreys, Jaynes, and 
convergent. It was shown that the priors introduce shifts in the mean estimators 
as well as overdispersion in the sampling outcome variable x. The Jaynes prior 
results in the estimators of mean equal to the maximum-likelihood estimators, 
and it causes the smallest modification of the variance. The effect of priors on 
the posteriors diminishes as the number of samplings increases. 

We provided numerical examples of the Bayesian inference using several 
illustrative cases from nuclear science. We also analyzed several well known 
cases from the literature, unrelated to nuclear science: three numerical cases by 
Draper and Guttman (42), as well as one case by Carroll and Lombard (43). Our 
inferred means were in agreement with the literature, whereas our inferred 
uncertainties were calculated for the first time. 
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Figure 2.3. Photon production spectra from Ge(n,xy) reactions for neutrons of 
several incident energies in the range of 0.1- 20 MeV. 

D
ow

nl
oa

de
d 

by
 8

9.
16

3.
34

.1
36

 o
n 

A
ug

us
t 6

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 N
ov

em
be

r 
16

, 2
00

6 
| d

oi
: 1

0.
10

21
/b

k-
20

07
-0

94
5.

ap
00

1

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



Figure 2.4. NuDat web interface operated by the National Nuclear Data Center, 
www.nndc.bnl.gov/nudat. Shown is the front page with the chart of nuclei (20, 

28,128 are magic numbers) and basic information retrieved for Dy-164. 
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www5ciencemag.org SCIENCE VOL 307 14 JANUARY 2005 
PubUshedbyAAAS 

Figure 2.5. Recognition to NuDat interface published in Science, Vol. 307, 
2005, 187. 
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during Cerro Grande Fire, 
recommendations, 89-90 

Health risk communication on 
radionuclides and chemicals release 
during Cerro Grande Fire, 
recommendations, 90-91 

Heliospheric transport equation, 
random-walk solution, 207-
216 

Heterogeneous Windows Cluster, 
increased speed by parallel 
processing, 202-203 

Hexahydro-1,3,5-trinitro-1,3,5-
triazine. See R D X 

I C R M . See International Committee 
for Radionuclide Metrology 

ICRP. See International Commission 
on Radiological Protection 

Implosion compression factor in 
Trinity Test, calculations, 155, 156/ 

Ingestion and inhalation, radiation 
dose, 64-65 

Ingestion pathways, radiation 
exposure, 62-63 

Inhalation pathways, radiation 
exposure, 60, 62 

Instabilities in uncertainty budget, 
sensitivity, 285 

Inter-arrival time distributions, 
background in NIST system, 36-38 

Interdisciplinary nature, risk 
assessment, overview, 4-5 

Internal biota dose calculations 66, 67 
Internal dosimetry calculations using 

Markov chain Monte Carlo, 93-103 
International Commission on 

Radiological Protection (ICRP) 
bikinetic methods, 94 
biota dose evaluation, 65-66 
publications on effective dose, 63-

64 
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International Committee for 
Radionuclide Metrology (ICRM) 

Conference on Low-level 
Radioactivity Measurement 
Techniques, 20 

Radionuclides Techniques Working 
Group, 236 

International Organization for 
Standardization (ISO), 
recommendations for detection and 
quantification, 20 

International Union of Pure and 
Applied Chemistry (IUPAC), 
recommendations for detection and 
quantification, 20 

ISO. See International Organization 
for Standardization 

IUPAC. See International Union of 
Pure and Applied Chemistry 

J factor (coefficient of dispersion) 
activated charcoal devices, 265, 

268/ 
calculations, 251-257 
liquid scintillation charcoal devices, 

265-268/ 
scintillation cells, 262-264/ 

Jaynes, prior distributions, 340-341, 
350-351 

Jeffreys, prior distributions, 340, 341, 
346, 348 

Κ 

K d . See Partition coefficient 
Khmel'nits'kiy nuclear power plant, 

Ukraine, air monitoring program, 
298-304 

8 5 K r case study, blank as 
environmental baseline, 2 1 / 22-24 

L 

Lambda computer cluster, Los 
Alamos, internal dosimetry 
calculations, 96 

Laplace prior distribution, 340 
Large-scale simulation system, 

radiation portal monitor 
configurations, 196-197, 198/ 

Leakage flux, cosmic-ray proton, 214— 
215/ 

Least-squares fit, exponential decay 
curve, uncertainty problems, 282-
292 

Least squares fitting 
exponential function to time interval 

distribution, 331 
'unbiased' method, 331-332, 

333/ * 
Likelihood functions for multiple 

sampling, 337 
Linear Boltzmann equation, 163-

164 
Linear diamond-differencing scheme, 

165 
Liquid scintillation charcoal devices, 

count data, 265-267, 268/ 
Live-time mode counting, 223 
Los Alamos National Laboratory, 

New Mexico, Cerro Grande fire, 
modeling exposure, health risk and 
communication with public, 71 -
92 

Loss correction factor variance in loss-
free counting, 229 

Loss corrections, counting in real-time 
mode, 224-227 

Loss-free counting, 228-230 
Low frequency deviations 

accounting for, 288-290 
uncertainties source, 285 

Lucas cell (alpha scintillation cell), 
J factor, 251,257 

See also Scintillation cells 
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M 

MacLaurin series expansion, 243 
Markov chain, definition, 95 
Markov chain Monte Carlo method 

for internal dosimetry calculations, 
93-103 

See also Stochastic Markov 
approach 

M A R L A P . See Multi-Agency 
Radiological Laboratory Analytical 
Protocols Manual 

Maximum likelihood estimation 
method, 331-332, 333/ 

Maximum likelihood estimation 
statistic, 321-322 

Maximum likelihood estimators, 
binomial and Poisson distributions, 
337 

M D A . See Minimum detectable 
activity 

Medical imaging diagnosis, computed 
tomography application, 172-174/ 

Medium frequency deviations, 
identification and treatment, 287-
288 

Medium frequency deviations, 
uncertainties source, examples, 
285 

Mercury determination in waste, 
prompt gamma neutron activation 
analysis, 170-172/ 

MighelPs least square, 331 
Minimum detectable activity (MDA), 

definition, 294-295 
Minimum detectable activity (MDA) 

for nuclear power plant emission 
control, 301-303/ 

Minimum Detectable Value. See 
Detection Limit 

Minimum Quantifiable Value. See 
Quantification Limit 

MIRD Phantom, heterogeneous 
anthropomorphic model, 116-
118/ 

Modeling radionuclide transport and 
assessing risk, R E S R A D family of 
codes, 58-70 

Molecular dynamic theory of 
chromatography, 269-270 

Moment analysis, exponential time 
interval distribution, 325-330 

Monte Carlo dose kernel integration, 
external effective dose, calculation, 
104-114 

Monte Carlo methods compared to 
deterministic methods, real-world 
applications, 170-180 

Monte Carlo methods computational 
models in radiation dosimetry, 119-
120 

Monte Carlo methods for particle 
transport simulation, 166, 167 

Monte Carlo N-particle transport code 
extension, 183-194 

Multi-Agency Radiological 
Laboratory Analytical Protocols 
Manual ( M A R L A P ) , 20, 26 

Ν 

National Incident Management 
System implementation, 90-91 

National Institute for Science and 
Technology study on background 
counts, 21/35-39 

National Library of Medicine, Visible 
Human Project, images, 120-122 

National Nuclear Data Center 
(NNDC), 10-18 

See also entity names; US EPA 
Natural fission reactors, 

thermohydraulic and nuclear 
modeling, 131-141 

Negative-binomial and Poisson Ν 
prior distributions for multiple 
sampling, 344-346 

Neutron fluences in Trinity Test, 148— 
150 
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New Mexico. See Los Alamos 
National Laboratory; Trinity Test 

Neyman-Pearson confidence intervals, 
307 

Neyman's chi square, 320, 322, 
331 

N N D C . See National Nuclear Data 
Center 

Non-counting variance, 24 
Non-extending dead-time 

count loss, definition, 219-220 
exponential time interval 

distribution, moment analysis, 
327-330 

Noninformative Ν prior distributions 
for multiple sampling, 346-347 

Noninformative prior distributions, 
description, 340-341 

NSR (Nuclear Science References) 
database, description, 11 

Nuclear counting statistics, overview 
of progress, 218-233 

Nuclear eyeball size in Trinity Test, 
155, 156/ 

Nuclear installation areas, detection 
limit evaluations, environmental 
monitoring techniques, 293-
304 

Nuclear Reaction Model Code. See 
EMPIRE 

Nuclear science and risk assessment, 
connection, 3-7 

Nuclear science example using 
Bayesian inference, 352-353 

Nuclear Science References database. 
See NSR database 

Nuclear science research, risk 
assessment guide, 7-8 

Nuclear statistics, exponential decay 
law, 42-56 

Nuclear Structure References 
database. See NSR database 

Nuclear Wallet Cards, 17-18 
NuDat database, 16-17/ 

Ο 

Ohio. See Dayton, Ohio 
Oklo natural reactors, thermohydraulic 

and nuclear modeling, 131-141 
Oklo two-dimensional numerical 

reactor model development, 135-
138 

Operating Characteristic, detection 
significance test, 22 

Operational periodicity in Oklo code 
predictions, 139-140 

Overdispersion corrections due to 
correlated counts in radon 
measurements, 249-268 

Overdispersion in counting statistics, 
230-232, 338-340 

Ρ 

4π β-γ coincidence method. See 
Digital coincidence counting 

Paired counting 
decision levels and detection limits, 

305-315 
limits, and extreme low-level 

Poisson detection decisions, 30-
33 

Parallel Environment Neutral-particle 
Transport. See P E N T R A N code 
system 

Parameter estimation for arbitrary 
function, 324-325 

Parameter estimation for constant 
function, 320-324 

Particle counting with dead time 
correction, 330 

Particle-flux relationship to phase-
space density, 209 

Particle transport methods, three-
dimensional, 162-182 

Particulate matter less than 10 
micrometers. See PMio 
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Partition coefficient (K d ) , 
chromatography column 
simulations, 270-278 

Pathway analysis, for R E S R A D 
(onsite) code, 59-63 

Pathways to population exposure, 
environmental monitoring for 
radionuclides, 293-294 

Pearson's chi-square, 320-321, 322, 
331 

P E N T R A N code system, description, 
168 

Performance prediction, γ- and β-
spectrometry systems, Monte Carlo 
N-particle transport code extension, 
187-192 

Phantom. See MIRD phantom 
Photon radiation from radioactive 

gases in airborne plume, 105 
Plutonium composition in Trinity 

Test, 155, 156/ 
Plutonium production for Gadget fuel, 

146-147 
PMio (particulate matter less than 10 

micrometers) model calibration, 78, 
80/-81/ 

Poisson curve fit, chromatography 
elution peaks, 274-278 

Poisson detection decisions 
detection limits for background 
asymptote, 29-30 
extreme low-level, 30-33 

Poisson distribution 
Bayesian inference, 351-353 
likelihood function, 337 
principles, 336 
properties, 336 

Poisson hypothesis for background 
counts, validity, 21 / 33-38 

Poisson Ν and negative-binomial prior 
distributions for multiple sampling, 
344-346 

Poisson-normal approximation in 
counting statistics, 24-29 

Poisson process, count rate estimation, 
316-334 

Poisson statistics 
predicted deviations, 218-233 
validity criteria, 250 

Poisson treatment, exact, history, 29-
33 

Polyvinyl-toluene detection systems, 
models, 197,200-202/ 

Primary proton spectrum, random-
walk solution, 211-212 

Prior distributions and Bayes theorem, 
340-342 

Probabilistic approach, exponential 
decay theory, 44-47 

Prompt gamma neutron activation 
analysis, waste assay, 170-172/ 

Prompt neutrons in Trinity Test, 154-
155, 156/ 

Pulse and gate signal formation logic, 
186-187 

Pulse height spectra, simulation model 
in Visual C + + , 32-bit dynamic link 
library, 240-241/ 

Pulse pile-up, count loss, definition, 
220 

Pulse shapes, simulation model in 
Visual C**, 32-bit dynamic link 
library, 238-240 

Q 

Quantification Limit, algebraic 
expression, 20-22 

Quantum mechanics treatment, 
radioactive decay, 47-48 

Quantum Zeno effect, 48, 50 

R 

Radiation dosimetry, human anatomy 
modeling, 115-130 

D
ow

nl
oa

de
d 

by
 8

9.
16

3.
34

.1
36

 o
n 

A
ug

us
t 6

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 N
ov

em
be

r 
16

, 2
00

6 
| d

oi
: 1

0.
10

21
/b

k-
20

07
-0

94
5.

ix
00

2

In Applied Modeling and Computations in Nuclear Science; Semkow, T., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2006. 



371 

Radiation portal monitors, models for 
homeland security applications, 
195-206 

Radioactive decay, specific nuclides, 
statistical simulation, Monte Carlo 
N-particle transport code extension, 
application, 187-192 

Radioactive plume-caused external 
exposure, dose kernel integration, 
105-109 

Radioactive plume external effective 
dose, calculation by Monte Carlo 
dose kernel integration, 104-114 

Radionuclide standardization, raw 
data simulation by dynamic link 
library, 234-248 

Radionuclides, complete decay 
probabilities, 53-54 

Radionuclides with chemicals, 
releases into air and surface water 
from Cerro Grande fire, geographic 
area, 72-73/ 

Radon decay series, physical data for 
radionuclides, 256-257/ 

Radon measurements, overdispersion 
corrections due to correlated counts, 
249-268 

Random-walk solution, heliospheric 
transport equation, 207-216 

R D X (hexahydro-1,3,5-trinitro-1,3,5-
triazine), risk from air release, Cerro 
Grande Fire, 84-85 

Real-time mode, counting, 224-228/ 
R E S R A D code family, modeling 

radionuclide transport and 
assessing risk, 58-70 

availability, 69 
RESRAD-BIOTA code, 60 
R E S R A D - B U I L D code, 60 
RESRAD-OFFSITE code, 60 
R E S R A D (onsite) code, pathway 

analysis, 59-63 
R E S R A D - R E C Y C L E code, 60 

Risk assessment application to nuclear 
science, overview, 3-9 

Risk assessment codes, R E S R A D 
family, 58-70 

Risk communication on radionuclides 
and chemicals release during Cerro 
Grande Fire, 87, 89-91 

Risk equation with components, 4-7 
Rutherford and Soddy, exponential 

decay law discovery, 42-44 

Schweidler, first exponential decay 
theory, 44-46 

Scintillation cells, 257-263/ 
See also Lucas cell 

Simplification, risk estimation 
methods, importance to nuclear 
science research, 8 

Simulation model, Visual C""4", 32-bit 
dynamic link library, 236-240,241/ 

predictions, 240,242-245 
testing, 246-247 

Single workstation calculations on 
internal dosimetry at Los Alamos, 
96-97 

S N method. See Discrete ordinates 
method; Deterministic methods 

Solar wind, influence on cosmic-ray 
intensity, radiation dose 
determination to space crew, 208 

Source modeling in extended Monte 
Carlo N-particle transport code, 
184-186 

Space crews, radiation dose 
determination, solar wind influence 
on cosmic-ray intensity, 208 

Standard deviations, counting in real
time mode, 224, 226/ 227-28/ 

Stochastic Markov approach to 
radioactive decay, 50-53 

See also Markov chain 
Stylized models, human body for 

radiation protection dosimetry, 1 Ιο
ί 18/ 
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Subjectivist approach to probability 
interpretation, 342 

Surface pathway risks, estimated risk 
associated with air release during 
Cerro Grande Fire, 85-86, 88/ 

Surface water transport, radionuclides 
and chemicals released during Cerro 
Grande Fire, 79, 82 

Survival functions, digital coincidence 
counting software, 240,242 

Swiss directive HSK-R-41, dose 
conversion factors, 112, 113/ 

Τ 

Temperature profiles, uranium 
concentrations in Oklo two-
dimensional numerical reactor 
model, 136-139 

Thallium-doped sodium-iodide-based 
detection systems, models, 197, 
200-202/ 

Theoretical plates, chromatography 
elusion curve simulations, 269-
279 

Three-dimensional particle transport 
methods, 162-182 

Throughput factors, definition, 221 
Time interval distribution analysis, 

317 
Time interval distribution central 

moments, 326/ 331 
Time interval distributions between 

consecutive events, 221-223 
Time interval spectra, central moment 

analysis, versus unbiased fit, 316-
334 

Tomographic model development, 
human body for radiation protection 
dosimetry, 117, 119, 120-125 

Transient computer model 
development for Oklo natural 
reactor, 133-135 

Trinitite, radioactivity and freeze-out 
time, 146-148, 154, 156/ 

See also Ground zero 
Trinity Test, modeling the effects, 

142-159 

U 

Ukraine. See Chernobyl; 
KhmePnits'kiy nuclear power plant 

Unbiased fit versus central moment 
analysis of time interval spectra, 
316-334 

Uncertainties in modeling 
radionuclide and chemical releases 
from Cerro Grande Fire, 87 

Uncertainties in radionuclide half-life 
measurements, 282-292 

Uncertainty component in loss-free 
counting, 229 

Uncertainty components, aggregate, 
290 

Uncertainty equations, 283-285 
Uncertainty estimate improvement, 

importance to nuclear science 
research, 8 

Uncertainty in blank count, method to 
compensate, 307-313 

Unfolding code calculations for 
internal dosimetry at Los Alamos, 
98-102 

Upper bounds for errors, method to 
compensate for uncertainty in blank 
count, 308-309 

Uranium concentrations with 
temperature profiles in Oklo two-
dimensional numerical reactor 
model, 136-139 

US EPA Report 402-R-93-081, dose 
conversion factors, 111-112, 

113/ 
See also entity names; National 
entries 
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V 

Validation and verification, radiation 
portal monitor systems, 200-203 

Validation importance to nuclear 
science research, 8 

Validity criteria for Poisson statistics, 
250 

Validity for Poisson hypothesis for 
background counts, 21/33-38 

Variance reduction techniques, Monte 
Carlo calculations, 166-167 

Verification and validation, radiation 
portal monitor systems, 200-203 

VIP-man model 
construction, 120-124 
human anatomy modeling for 

radiation dosimetry, Î15-130 
Visible Human Project, National 

Library of Medicine, images, 120-
122 

Visible Photographic Man. See VIP-
Man 

W 

Washington State. See Hanford 
reactors 

Waste assay, prompt gamma neutron 
activation analysis, 170-172/ 

Waste determination, flux/dose 
determination, spent fuel cask for 
spent nuclear fuel storage, 177— 
180 

Weighted average, Poisson process, 
318-320 

Zero dead time counting, 228-230 
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